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#### Abstract
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## Chapter 1

## Introduction

There is number of areas for application of parabolic problems (mathematics, engineering, physics, biology, chemistry, economy, sociology, etc.). These problems are often discretized in space variables and the resulting large system of stiff ordinary differential equations (ODEs) needs to be solved by a suitable method. Backward differentiation formulae (BDF) were often considered as the method of the first choice for stiff problems, see e.g. [26], since they are robust and quite cheap. Nevertheless, BDF methods suffer from number of disadvantages. Namely, the order of convergence is limited by order $6, \mathrm{BDF}$ are A -stable only to the order 2 and the robustness (area of stability) of the method decreases with the increasing order. Moreover, these methods are multi-step methods and suffers from usual disadvantages of multi-step methods in general, e.g. the necessity to define artificial starting values and stability issues connected with the step-size adaptation.

On the other hand, certain implicit Runge-Kutta methods and Galerkin time discretizations do not suffer these disadvantages. These methods are A-stable onestep methods of arbitrary order, for the overview about these methods see e.g. [29] and [30] and the citations therein. The main disadvantage of these methods that prevented the use of them in past years was their expensiveness, where the computational costs significantly increase with the order of the method. In comparison, BDF methods remain at the same cost independently of the order. Fortunately, the increase in computational power and advancements in numerical linear algebra in last two decades enabled practical applications of implicit RK or Galerkin methods. This makes implicit Runge-Kutta and Galerkin methods competitive with more traditional approaches like BDF.

This thesis presents some results achieved by the author and his coworkers in last 10 years about theoretical (numerical) analysis of Galerkin time discretizations for unsteady convection-diffusion problems. The main part of the thesis consists from 5 papers [6], [17], [34], [47] and [48] published in impact journals and presented here as Chapters $3-7$. Each of these papers is presented in the same form as it is published. Therefore, all of these papers have their own individual style, page numbering, notation and references.

Chapter 3 and Chapter 4 study unsteady singularly perturbed convection-diffusion problems. The convection-diffusion problems appear in many practical applications, especially as a simplified model to Navier-Stokes equations. This problem represents a serious challenge to discretize, whenever the diffusion term is small in comparison to the other terms or data. Such a situation represents the transition state between parabolic and hyperbolic problems, where sharp boundary layers often appear. Usual finite element or finite difference discretizations fail in this situation, since they lead to the solution with highly oscillatory behavior around these layers that pollutes the solution not only in the vicinity of the layer, but at the all
computational domain. The overview of discretization techniques and their analysis for linear singularly perturbed problems can be found in [41]. The analysis of unsteady linear singularly perturbed problems can be found in e.g. [1] and [16]. The application to unsteady nonlinear problems can be found in [22]. For the analysis of Runge-Kutta methods applied to hyperbolic problems see [51].

Chapter 5 is devoted to the higher order analysis of unsteady convection-diffusion problems in time dependent domains, where the domain change is driven by a given smooth mapping. There are number of approaches dealing with time dependent domain problems, e.g. the fictitious domain method or the immersed boundary method. Another popular approach is Arbitrary Lagrangian-Eulerian (ALE) method based on one-to-one ALE mapping between the current evolving domain and the fixed reference domain. ALE method was analyzed mainly for the lower (first or second) order time discretization methods in combination with the classical conforming finite element method, see e.g. [23] and [25]. Analysis of higher order discretizations based on the discontinuous Galerkin method can be found in [8], [9] and [44].

Chapter 6 studies a posteriori error estimates for nonlinear parabolic problems. The aim of this chapter is to derive a posteriori error estimates that are cheap in comparison with the original discrete problem, fully computable, reliable and locally efficient. There are number of results devoted to a posteriori error estimates for parabolic problems. Most of these results assume lower (first or second) order time discretizations, see e.g. [27] or [40]. The aposteriori analysis of linear parabolic problems discretized by higher order methods in time based on the discontinuous Galerkin method can be found in [3], [20] and [42]. Nonlinear parabolic problems and higher order time discretizations are addressed in [36], where the upper bound consists from a dual norm and therefore it is not directly computable. For a general overview on a posteriori error concepts see e.g. [45].

Chapter 7 apply the reconstruction principle developed for the time discretization in [17] to the space discretization. Moreover, the efficiency of the derived a posteriori error estimate is studied with respect to the polynomial degree in one dimension. The topic of polynomial robustness (or polynomial dependence of the estimates) is important for the save application of a posteriori error bounds in $h p$ adaptive strategies with high polynomial degrees and it started to be very popular in the community of a posteriori error analysis in recent years. The first results for residual based estimates can be found in [37]. Very important results showing complete polynomial independence of equilibrated reconstructions are in [10]. The results from [10] are applied to large number of numerical methods in [21]. Paper [20] shows a complete polynomial independence of efficiency estimates for the discontinuous Galerkin time discretization for parabolic problems.

A general overview chapter precedes these main chapters. This overview contains a brief description of Chapters 3-7. Moreover, it contains a general description of several concepts for discretizations as well as the corresponding numerical analysis. The notation in this chapter is unified for convenience of the reader and is chosen as close as possible to the notation used in following chapters. The full explanation of the ideas and the full description of the concepts from the original papers can be rather long and technical in many situations. Therefore, the precision of the formulations is not always perfect in this overview, e.g. mean values, penalization parameters, reconstructions, etc., are defined only inside of the computational domain. The complete precise formulations can be found in the original papers or in Chapters 3-7.

## Chapter 2

## Overview

### 2.1 Notation

Here, we summarize a basic notation for the upcoming discretizations.

### 2.1.1 Space discretization notation

Let us assume a bounded polygonal domain $\Omega \subset \mathbb{R}^{d}$ with Lipschitz continuous boundary. We assume a partition of this domain into closed subsets $K$ with mutually disjoint interiors and covering $\bar{\Omega}$, often called elements. For simplicity, we assume that elements $K$ are simplices and that the partition is conforming, i.e. that the neigbouring elements share the entire edge or face depending on the dimension $d$. To simplify further notation, we call these boundary objects of co-dimension 1 edges regardless of the dimension $d$ and denote them $e$.

We assume patches of elements $\omega_{a}$ denoting the patch consisting of the elements containing the common vertex $a$ and $\omega_{K}$ denoting the patch consisting of the elements surrounding $K$ and $K$ itself.

We assume that the elements are shaped regular, i.e. the ratio of the diameters of the inscribed and circumscribed ball is bounded. We denote the local mesh-size $h_{K}=\operatorname{diam}(K)$ and the global mesh-size $h=\max _{K} h_{K}$. Finally, we assume that the mesh is locally quasi-uniform, i.e. the ratio $h_{K} / h_{K^{\prime}}$ is bounded for neighnouring elements $K$ and $K^{\prime}$.

Moreover, we denote unit normals on edge $e$ as $n$. The direction of the normals is arbitrary but fixed for the inner edges and outward for the boundary edges.

For piece-wise discontinuous function $v$, we need to define one-sided values on the edges

$$
\begin{equation*}
v_{L}(x)=\lim _{\epsilon \rightarrow 0+} v(x-\epsilon n), \quad v_{R}(x)=\lim _{\epsilon \rightarrow 0+} v(x+\epsilon n) \tag{2.1}
\end{equation*}
$$

depending on the orientation of $n$, jumps and mean values

$$
\begin{equation*}
[v]=v_{L}-v_{R}, \quad\langle v\rangle=\frac{v_{L}+v_{R}}{2} . \tag{2.2}
\end{equation*}
$$

We denote by $(., .)_{M}$ and $\|.\|_{M} L^{2}(M)$-scalar product and norm, respectively. Typically, we apply this notation with $M=K$ or $M=e$. The global $L^{2}(\Omega)$-scalar product and norm are denoted by (.,.) and $\|$.$\| , respectively. We denote the sum$ over all elements $K$ or over all edges $e$ of the mesh by $\sum_{K}$ or $\sum_{e}$, respectively.

### 2.1.2 Time discretization notation

Let us assume time interval $I=(0, T)$, where $T>0$. We assume time partition of $\bar{I}$ by partition nodes $0=t_{0}<t_{1}<\ldots<t_{r}=T$. Although the papers discussed often assume a general time partition, we assume here for simplicity that the partition is equidistant, i.e. $t_{m}=m \tau$, where $\tau$ is a global step-size. We denote local time subintervals $I_{m}=\left(t_{m-1}, t_{m}\right)$.

Combining the space and time discretization, we denote by $(., .)_{M, m}$ and $\|\cdot\|_{M, m}$ $L^{2}\left(M \times I_{m}\right)$-scalar product and norm, respectively. We denote the sum over all elements of the mesh and all the time subintervals by $\sum_{K, m}$.

For any function $f(t)$ defined in $\bar{I}$ we denote one sided nodal values $f\left(t_{m} \pm\right)=$ $f_{ \pm}^{m}$, where the subscript $\pm$ can be omitted for continuous functions, and we denote the corresponding jump in time as $\{v\}_{m}=v_{+}^{m}-v_{-}^{m}$. The time derivative of function $f(t)$ is denoted as $f^{\prime}(t)$.

### 2.2 One-step higher order time discretizations

Here, we present some classical one-step discretization techniques. For the overview see e.g. [29] and [30].

### 2.2.1 One-step discretizations

Let us consider ordinary differential equation (ODE)

$$
\begin{align*}
y^{\prime}(t) & =f(t, y(t)), \quad t \in(0, T)  \tag{2.3}\\
y(0) & =\alpha
\end{align*}
$$

Let us denote the approximate solution $\left\{Y^{m}\right\}_{m=0}^{r}$ such that $y\left(t_{m}\right) \approx Y^{m}$. We can define three classes of one-step methods.

Runge-Kutta methods: Let $a_{i, j}, b_{i}, c_{i}, i, j=1, \ldots, q+1$ be suitable coefficients. Then we call the sequence $Y^{m}$ satisfying $Y^{0}=\alpha$

$$
\begin{align*}
g_{i}^{m} & =Y^{m-1}+\tau \sum_{j=1}^{q+1} a_{i, j} f\left(t_{m-1}+\tau c_{j}, g_{j}^{m}\right), \quad \forall i=1, \ldots, q+1,  \tag{2.4}\\
Y^{m} & =Y^{m-1}+\tau \sum_{i=1}^{q+1} b_{i} f\left(t_{m-1}+\tau c_{i}, g_{i}^{m}\right)
\end{align*}
$$

the Runge-Kutta (RK) solution of (2.3). The auxiliary values $g_{i}^{m}$ called inner stages represent the approximation of the exact solution in $t_{m-1}+\tau c_{i}$.

Collocation methods: Let $c_{i}, i=1, \ldots, q+1$ be suitable coefficients. Let $Y^{0}=\alpha$. In every step we construct polynomial $p$ of degree at most $q+1$ such that

$$
\begin{align*}
p\left(t_{m-1}\right) & =Y^{m-1}  \tag{2.5}\\
p^{\prime}\left(t_{m-1}+\tau c_{i}\right) & =f\left(t_{m-1}+\tau c_{i}, p\left(t_{m-1}+\tau c_{i}\right)\right), \quad \forall i=1, \ldots, q+1
\end{align*}
$$

Then we put $Y^{m}=p\left(t_{m}\right)$. We call the resulting sequence the collocation solution of (2.3). The points $t_{m-1}+\tau c_{i}$ are called collocation points. The method produces a piecewise polynomial function that satisfies the original equation (2.3) in these collocation points only.

Continuous and discontinuous Galerkin method: Let us define function spaces

$$
\begin{align*}
X^{\tau} & =\left\{v \in L^{2}(0, T):\left.v\right|_{I_{m}} \in P^{q}\left(I_{m}\right)\right\},  \tag{2.6}\\
Y^{\tau} & =\left\{v \in C(0, T):\left.v\right|_{I_{m}} \in P^{q+1}\left(I_{m}\right), v(0)=\alpha\right\}, \tag{2.7}
\end{align*}
$$

where $P^{q}$ and $P^{q+1}$ are spaces of polynomials of degree $q$ and $q+1$, respectively. It should be pointed out that both these spaces have the same dimension. We call $u \in Y^{\tau}$ the continuous Galerkin solution of (2.3) if

$$
\begin{equation*}
\int_{I_{m}} u^{\prime}(t) v(t) \mathrm{d} t=\int_{I_{m}} f(t, u(t)) v(t) \mathrm{d} t, \quad \forall v \in X^{\tau} \tag{2.8}
\end{equation*}
$$

We call $u \in X^{\tau}$ the discontinuous Galerkin solution of (2.3) if $u_{-}^{0}=\alpha$ and

$$
\begin{equation*}
\int_{I_{m}} u^{\prime}(t) v(t) \mathrm{d} t+\{u\}_{m-1} v_{+}^{m-1}=\int_{I_{m}} f(t, u(t)) v(t) \mathrm{d} t, \quad \forall v \in X^{\tau} \tag{2.9}
\end{equation*}
$$

For comparison with previous methods we focus mainly on endpoints of intervals: $u_{-}^{m}=Y^{m} \approx y\left(t_{m}\right)$.

The integrals in the definition of continuous and discontinuous Galerkin method are often approximated by quadratures. Suitable quadratures are Gauss or right Radau quadratures on $q+1$ quadrature nodes, respectively, since they approximate all linear terms involved in the integrals exactly. We refer to these Galerkin methods approximated by Gauss or Radau quadrature as to quadrature variants.

### 2.2.2 Mutual connection between Runge-Kutta methods and Galerkin methods

It is very useful in the numerical analysis to understand the mutual connections among Runge-Kutta methods, collocation methods and Galerkin methods. This connection can be described by following lemmae.

Lemma 2.2.1 Let the RK coefficients be chosen in the following way

$$
\begin{align*}
a_{i, j} & =\int_{0}^{c_{i}} \ell_{j}(t) \mathrm{d} t, \quad i, j=1, \ldots, q+1  \tag{2.10}\\
b_{i} & =\int_{0}^{1} \ell_{i}(t) \mathrm{d} t, \quad i=1, \ldots, q+1 \tag{2.11}
\end{align*}
$$

where $\ell_{i}$ is the Lagrange interpolation basis function

$$
\begin{equation*}
\ell_{i}(t)=\prod_{j \neq i} \frac{t-c_{j}}{c_{i}-c_{j}} \tag{2.12}
\end{equation*}
$$

Then the values $g_{i}^{m}, i=1, \ldots, q+1$ and $Y^{m}$ produced by such a RK method are equal to the values $p\left(t_{m-1}+\tau c_{i}\right), i=1, \ldots, q+1$ and $Y^{m}$ produced by the collocation method with the same coefficients $c_{i}$.

The proof can be found in [28] or [50].
Lemma 2.2.2 Let $p \in P^{q+1}$ be the collocation polynomial on $I_{m}$ associated to the collocation method with coefficients $c_{i}$ chosen as Gauss quadrature nodes on $(0,1)$, $u \in P^{q+1}$ be the quadrature variant of continuous Galerkin solution on $I_{m}$. Then

$$
\begin{equation*}
p(t)=u(t) \tag{2.13}
\end{equation*}
$$

Lemma 2.2.3 Let $p \in P^{q+1}$ be the collocation polynomial on $I_{m}$ associated to the collocation method with coefficients $c_{i}$ chosen as right Radau quadrature nodes, $u \in P^{q}$ be the quadrature variant of discontinuous Galerkin solution on $I_{m}$ and $r_{m} \in P^{q+1}$ satisfy $r_{m}\left(t_{m-1}\right)=1, r_{m}\left(t_{m}\right)=0$ and $r_{m} \perp P^{q-1}$ on $I_{m}$. Then

$$
\begin{equation*}
p(t)=u(t)-\{u\}_{m-1} r_{m}(t) \tag{2.14}
\end{equation*}
$$

The proof for continuous Galerkin version can be found directly in [31]. The proof for discontinuous Galerkin version can be made similarly, see e.g. [49].

Summarizing these results, it is possible to realize that both Galerkin methods (up to corresponding quadrature and mild reconstruction (2.14) in case of discontinuous version) are special variants of the collocation methods and the collocation methods are special variants of the implicit Runge-Kutta methods. This can be exploited in the numerical analysis by application of the knowledge from one area to another area, especially by using the results about very well understood RungeKutta methods for the analysis of the Galerkin methods. The variants of RungeKutta methods corresponding to continuous and discontinuous Galerkin method are well known Kuntzmann-Butcher method (also known as Gauss-Legendre method) and Radau IIA method, respectively. For more details see [35] and [18], respectively.

### 2.3 Discontinuous Galerkin space discretization

Although most of the papers in this thesis are devoted to the time discretization techniques and their analysis, the space discretization is often made with the aid of the discontinuous Galerkin method. We shall briefly describe the discontinuous Galerkin method on simplified example of the Poisson equation

$$
\begin{equation*}
-\Delta u=f, \quad \text { in } \Omega \tag{2.15}
\end{equation*}
$$

We assume for simplicity the homogeneous Dirichlet boundary conditions. The other possibilities can be found in [15].

We apply the notation from Section 2.1.1. The difference between the classical finite element method and the discontinuous Galerkin method is in application of the discontinuous finite element space

$$
\begin{equation*}
X_{h}=\left\{v \in L^{2}(\Omega):\left.v\right|_{K} \in P^{p}(K)\right\} . \tag{2.16}
\end{equation*}
$$

Since $X_{h} \not \subset H_{0}^{1}(\Omega)$, we could not apply the week formulation of problem (2.15) directly. In fact, we enhance the classical week formulation with additional terms. Among many variants of the discontinuous Galerkin method, one of the most popular approaches is the interior penalty method

$$
\begin{align*}
(-\Delta u, v) \approx A_{h}(u, v) & =\sum_{K}(\nabla u, \nabla v)_{K}-\sum_{e}(\langle\nabla u\rangle \cdot n,[v])_{e}  \tag{2.17}\\
& -\theta \sum_{e}(\langle\nabla v\rangle \cdot n,[u])_{e}+\sum_{e}(\alpha[u],[v])_{e}
\end{align*}
$$

where the choice of the parameter $\theta=1,0,-1$ corresponds to the symmetric (SIPG), incomplete (IIPG) and nonsymmetric (NIPG) variant. The parameter $\alpha$ is usually chosen as

$$
\begin{equation*}
\alpha=\frac{C_{W}}{h_{e}} \tag{2.18}
\end{equation*}
$$

where $h_{e}$ is some intermediate value between $h_{K}$ and $h_{K^{\prime}}$ for neigbouring elements $K$ and $K^{\prime}$ sharing the edge $e$. The constant $C_{W}>0$ needs to be chosen large enough to guarantee the positivity of $A_{h}(.,$.$) on X_{h}$. The detailed information about the suitable choice of the constant $C_{W}$ can be found in [15].

The resulting discrete formulation of problem (2.15) is: find $u_{h} \in X_{h}$ such that

$$
\begin{equation*}
A_{h}\left(u_{h}, v_{h}\right)=\left(f, v_{h}\right), \quad \forall v_{h} \in X_{h} \tag{2.19}
\end{equation*}
$$

The corresponding error analysis can be found in [15].

### 2.4 Analysis of discontinuous Galerkin time discretization

In this section is described the most common approach to the derivation of a priori error estimates for the discontinuous Galerkin time discretization of parabolic problems. For simplicity, let us assume the heat equation

$$
\begin{align*}
u^{\prime}-\Delta u & =f, \quad \text { in } \Omega \times(0, T)  \tag{2.20}\\
u(0) & =u^{0}, \quad \text { in } \Omega
\end{align*}
$$

with homogeneous Dirichlet boundary condition.
We apply the notation from Section 2.1.1 and Section 2.1.2. We discretize this problem in space by the classical finite element method with the finite element space

$$
\begin{equation*}
X_{h}=\left\{v \in H_{0}^{1}(\Omega):\left.v\right|_{K} \in P^{p}(K)\right\} \tag{2.21}
\end{equation*}
$$

The resulting semidiscrete problem assumes the solution $u_{h} \in C^{1}\left(0, T, X_{h}\right)$ such that

$$
\begin{align*}
\left(u_{h}^{\prime}, v\right)+\left(\nabla u_{h}, \nabla v\right) & =(f, v), \quad \forall v \in X_{h}  \tag{2.22}\\
\left(u_{h}(0), v\right) & =\left(u^{0}, v\right), \quad \forall v \in X_{h}
\end{align*}
$$

The semidiscrete problem (2.22) represents the system of ODEs that can be solved by the discontinuous Galerkin method. Similarly as in Section 2.2.1, we define the fully discrete space

$$
\begin{equation*}
X_{h}^{\tau}=\left\{v \in L^{2}\left(0, T, X_{h}\right):\left.v\right|_{I_{m}} \in P^{q}\left(I_{m}, X_{h}\right)\right\} \tag{2.23}
\end{equation*}
$$

Then the fully discrete solution $U \in X_{h}^{\tau}$ satisfies

$$
\begin{align*}
\int_{I_{m}}\left(U^{\prime}, v\right)+(\nabla U, \nabla v) \mathrm{d} t+\left(\{U\}_{m-1}, v_{+}^{m-1}\right) & =\int_{I_{m}}(f, v) \mathrm{d} t, \quad \forall v \in X_{h}^{\tau}  \tag{2.24}\\
\left(U_{-}^{0}, v\right) & =\left(u^{0}, v\right), \quad \forall v \in X_{h}
\end{align*}
$$

We may apply the technique of the error analysis described in [43]. Typically, we are interested in upper bounds of the error $e=U-u$ and most often in the nodes of the time partition $t_{m}$, i.e. $e_{-}^{m}=U_{-}^{m}-u\left(t_{m}\right)$. The error analysis most often consists from construction of suitable projection $\pi$ on $X_{h}^{\tau}$ and dividing the error into projection part of the error $\eta=\pi u-u$, i.e. the error of the projection of the exact solution, and the rest of the error $\xi=U-\pi u \in X_{h}^{\tau}$. We gain the error equation by integrating relation (2.20) in weak form over $I_{m}$ and subtracting this relation from (2.24). After dividing the error into $\xi$ and $\eta$ we gain for any $v \in X_{h}^{\tau}$

$$
\begin{align*}
\int_{I_{m}}\left(\xi^{\prime}, v\right)+(\nabla \xi, \nabla v) \mathrm{d} t+\left(\{\xi\}_{m-1}, v_{+}^{m-1}\right)= & -\int_{I_{m}}(\nabla \eta, \nabla v) \mathrm{d} t  \tag{2.25}\\
& -\left(\int_{I_{m}}\left(\eta^{\prime}, v\right) \mathrm{d} t+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right)\right)
\end{align*}
$$

The most usual projection $\pi: L^{2}\left(0, T, L^{2}(\Omega)\right) \rightarrow X_{h}^{\tau}$ is defined as

$$
\left.\begin{array}{rl}
\int_{I_{m}}\left(\pi u-u, v t^{j}\right) \mathrm{d} t & =0, \quad \forall v \in X_{h}, \quad j \leq q-1  \tag{2.26}\\
\left((\pi u)_{-}^{m}, v\right) & =\left(u\left(t_{m}\right), v\right), \quad \forall v
\end{array}\right)
$$

Advantage of this projection is that the terms on the second row of (2.25) vanish for any $v \in X_{h}^{\tau}$. Setting $v=2 \xi$ we gain

$$
\begin{equation*}
2 \int_{I_{m}}\left(\xi^{\prime}, \xi\right) \mathrm{d} t+2\left(\{\xi\}_{m-1}, \xi_{+}^{m-1}\right)=\left\|\xi_{-}^{m}\right\|^{2}-\left\|\xi_{-}^{m-1}\right\|^{2}+\left\|\{\xi\}_{m-1}\right\|^{2} \tag{2.27}
\end{equation*}
$$

cf [19]. Using (2.27) together with Cauchy inequality gives the error estimate for $\left\|\xi_{-}^{m}\right\|$ in terms of $\eta$

$$
\begin{equation*}
\left\|\xi_{-}^{m}\right\|^{2}-\left\|\xi_{-}^{m-1}\right\|^{2}+\left\|\{\xi\}_{m-1}\right\|^{2}+\int_{I_{m}}\|\nabla \xi\|^{2} \mathrm{~d} t \leq \int_{I_{m}}\|\nabla \eta\|^{2} \mathrm{~d} t \tag{2.28}
\end{equation*}
$$

The estimate

$$
\begin{equation*}
\int_{I_{m}}\|\nabla \eta\|^{2} \leq C \tau\left(h^{2 p}+\tau^{2 q+2}\right) \tag{2.29}
\end{equation*}
$$

where the constant $C$ depends on the corresponding derivatives of the exact solution $u$, are most often derived by the standard scaling argument using Bramble-Hilbert trick applied for Bochner spaces, see e.g. [46]. Since $\eta_{-}^{m}$ is the error of $L^{2}$-orthogonal projection of $u^{m}$ that satisfies $\left\|\eta_{-}^{m}\right\| \leq C h^{p+1}$, we gain from (2.28) and (2.29) the final desired estimate

$$
\begin{equation*}
\left\|e_{-}^{m}\right\|=\left\|U_{-}^{m}-u^{m}\right\| \leq\left\|\xi_{-}^{m}\right\|+\left\|\eta_{-}^{m}\right\| \leq C\left(h^{p}+\tau^{q+1}\right) \tag{2.30}
\end{equation*}
$$

This estimate is usually considered optimal with respect to the polynomial degree in time, but suboptimal with respect to the polynomial degree in space, since $h^{p+1}$ is usually expected for the finite element error in $L^{2}$-norm. The improvement to $h^{p+1}$ can be found in [46]. Moreover, the basic theory of Runge-Kutta methods suggests that the nodal errors should converge with the rate $\tau^{2 q+1}$ instead of $\tau^{q+1}$. This faster convergence in a finite element setting is usually described as nodal superconvergence. Unfortunately, these faster rates appear only exceptionally for parabolic problems when certain compatibility conditions are met, cf. [3]. This order reduction phenomenon is analyzed in [11]. See also [24], where the investigation of convergence rate $\tau^{q+2}$ for $q \geq 1$ is presented.

### 2.5 A posteriori error estimates

Let us consider the Poisson problem

$$
\begin{equation*}
-\Delta u=f, \quad \text { in } \Omega, \tag{2.31}
\end{equation*}
$$

where we assume for simplicity the homogeneous boundary condition. The resulting weak solution of problem (2.31) satisfies $u \in H_{0}^{1}(\Omega)$. Moreover, it is possible to find out that

$$
\begin{equation*}
\nabla u \in H(\operatorname{div}, \Omega)=\left\{w \in L^{2}(\Omega)^{d}: \nabla \cdot w \in L^{2}(\Omega)\right\} \tag{2.32}
\end{equation*}
$$

whenever the right-hand side $f \in L^{2}(\Omega)$.
Denoting

$$
\begin{equation*}
X_{h}=\left\{v \in H_{0}^{1}(\Omega):\left.v\right|_{K} \in P^{p}(K)\right\} \tag{2.33}
\end{equation*}
$$

the finite element space, we can define the finite element solution $u_{h} \in X_{h}$ satisfying

$$
\begin{equation*}
\left(\nabla u_{h}, \nabla v\right)=(f, v), \quad \forall v \in X_{h} \tag{2.34}
\end{equation*}
$$

In comparison with a priori analysis, where the convergence of the error with respect to the discretization data is studied and the error bound typically depends on the high derivatives of the unknown exact solution, a posteriori error analysis provides the error bounds depending on the discrete solution itself. There are many techniques for a posteriori error estimates, for overview see e.g. [45].

The goal of this section is to briefly describe the upper bound construction to the error $u_{h}-u$ by the so called equilibrated flux reconstruction technique. The resulting a posteriori error estimate can be viewed as a generalization of the hypercircle theorem, cf. [39].

Theorem 2.5.1 (Hyper-circle) Let $u \in H_{0}^{1}(\Omega)$ be the exact solution of problem (2.31), $\sigma \in H(\operatorname{div}, \Omega)$ satisfies $f+\nabla \cdot \sigma=0$ and $v \in H_{0}^{1}(\Omega)$ be arbitrary. Then

$$
\begin{equation*}
\|\nabla u-\nabla v\|^{2}+\|\sigma-\nabla u\|^{2}=\|\nabla v-\sigma\|^{2} \tag{2.35}
\end{equation*}
$$

When such a $\sigma$ is available, then the estimate can be achieved be setting $v=u_{h}$ and omitting the term $\|\sigma-\nabla u\|^{2}$, i.e. $\left\|\nabla u-\nabla u_{h}\right\| \leq\left\|\nabla u_{h}-\sigma\right\|$.

Unfortunately, it is not easy to find a suitable $\sigma \in H(\operatorname{div}, \Omega)$ satisfying $f+\nabla \cdot \sigma=$ 0 globally. Here, we describe the construction of $\sigma \approx \sigma_{h} \in H(\operatorname{div}, \Omega)$ that satisfies the relation $f+\nabla \cdot \sigma_{h}=0$ in a weaker sense. Let us denote the local Raviart-Thomas space on element $K$ as $\operatorname{RT}(K)=x P^{p}(K)+\left(P^{p}(K)\right)^{d}$. This space is the usual finite element approximation space to $H(\operatorname{div}, \Omega)$ in the mixed finite element method. For the overview on the mixed finite element method and corresponding polynomial approximations see e.g. [7]. We construct the extension of Raviart-Thomas space to patches $\omega_{a}$ for given vertex $a$

$$
\begin{equation*}
W\left(\omega_{a}\right)=\left\{w \in H\left(\operatorname{div}, \omega_{a}\right):\left.w\right|_{K} \in \operatorname{RT}(K),\left.w\right|_{\partial \omega_{a}} \cdot n=0\right\} \tag{2.36}
\end{equation*}
$$

Denoting the space $P_{*}^{p}\left(\omega_{a}\right)$ as the space of piece-wise polynomial functions with zero mean value, we can formulate the local patch-wise mixed finite element problem: find $\sigma_{a} \in W\left(\omega_{a}\right)$ and $r_{a} \in P_{*}^{p}\left(\omega_{a}\right)$ such that

$$
\begin{array}{ll}
\left(\sigma_{a}, v\right)_{\omega_{a}}-\left(r_{a}, \nabla \cdot v\right)_{\omega_{a}}=\left(\psi_{a} \nabla u_{h}, v\right)_{\omega_{a}}, & \forall v \in W\left(\omega_{a}\right),  \tag{2.37}\\
\left(\nabla \cdot \sigma_{a}, \varphi\right)_{\omega_{a}}=\left(\nabla \psi_{a} \cdot \nabla u_{h}-\psi_{a} f, \varphi\right)_{\omega_{a}}, & \forall \varphi \in P_{*}^{p}\left(\omega_{a}\right),
\end{array}
$$

where $\psi_{a}$ is the hat function associated with the vertex $a$ and serves as the discrete decomposition of the unity. The final reconstruction $\sigma_{h}$ is the sum of all the local contributions $\sigma_{a}$, i.e. $\sigma_{h}=\sum_{a} \sigma_{a}$. Since each of the local contributions $\sigma_{a} \in$ $H(\operatorname{div}, \Omega)$ if prolongated by zero outside of the patch $\omega_{a}$ then also the complete reconstruction satisfies $\sigma_{h} \in H(\operatorname{div}, \Omega)$. Moreover, it is possible to show that

$$
\begin{equation*}
\left(f+\nabla \cdot \sigma_{h}, 1\right)_{K}=0 \tag{2.38}
\end{equation*}
$$

The property (2.38) is usually called the flux equilibration property.
We can derive the error bound using the reconstruction $\sigma_{h}$. Let us assume $v \in H_{0}^{1}(\Omega)$. Then

$$
\begin{equation*}
(f, v)-\left(\nabla u_{h}, \nabla v\right)=\left(f+\nabla \cdot \sigma_{h}, v\right)+\left(\sigma_{h}-\nabla u_{h}, \nabla v\right) \tag{2.39}
\end{equation*}
$$

Estimating these terms individually and using the flux equilibration property (2.38) we get

$$
\begin{equation*}
(f, v)-\left(\nabla u_{h}, \nabla v\right) \leq \sum_{K}\left(C_{P} h_{K}\left\|f+\nabla \cdot \sigma_{h}\right\|_{K}+\left\|\sigma_{h}-\nabla u_{h}\right\|_{K}\right)\|\nabla v\|_{K} \tag{2.40}
\end{equation*}
$$

where $C_{P}$ is the known constant form the Poincare inequality, cf. [38]. Since

$$
\begin{equation*}
\left\|\nabla u-\nabla u_{h}\right\|=\sup _{v \in H_{0}^{1}(\Omega)} \frac{\left(\nabla u-\nabla u_{h}, \nabla v\right)}{\|\nabla v\|}=\sup _{v \in H_{0}^{1}(\Omega)} \frac{(f, v)-\left(\nabla u_{h}, \nabla v\right)}{\|\nabla v\|} \tag{2.41}
\end{equation*}
$$

we can conclude that

$$
\begin{equation*}
\left\|\nabla u-\nabla u_{h}\right\|^{2} \leq \sum_{K}\left(C_{P} h_{K}\left\|f+\nabla \cdot \sigma_{h}\right\|_{K}+\left\|\sigma_{h}-\nabla u_{h}\right\|_{K}\right)^{2} . \tag{2.42}
\end{equation*}
$$

The estimate (2.42) is a guaranteed upper bound and the right-hand side contains only the terms that are fully computable from the discrete solution $u_{h}$. Since the construction of $\sigma_{h}$ is based on the local problems only, cf. (2.37), the evaluation of this reconstruction $\sigma_{h}$ as well as the evaluation of the estimator itself is essentially computationally cheaper than the original problem (2.34).

It is possible to provide the efficiency estimates, i.e. the opposite bounds, for the individual local estimators. These estimates are traditionally done under the assumption that the right-hand side $f$ is a piece-wise polynomial, otherwise the additional oscillation term appears in the estimates. Denoting by $\lesssim$ the inequality up to some fixed constant that does not depend on the exact solution $u$ nor the discrete solution $u_{h}$ nor the mesh-size $h$, it is possible to derive following local efficiency estimates

$$
\begin{array}{r}
h_{K}\left\|f+\nabla \cdot \sigma_{h}\right\|_{K} \lesssim\left\|\nabla u-\nabla u_{h}\right\|_{\omega_{K}},  \tag{2.43}\\
\left\|\sigma_{h}-\nabla u_{h}\right\|_{K} \lesssim\left\|\nabla u-\nabla u_{h}\right\|_{\omega_{K}},
\end{array}
$$

see e.g. [21]. The proofs are quite technical and therefore they are skipped in this overview. These estimates (2.43) show that large local estimators correspond to large local contributions to the complete error. This property is important for the identifications of the source of the error in possible adaptive strategies. Unfortunately, the locality grows from elements $K$ to patches $\omega_{K}$.

### 2.6 Overview of Chapter 3: Linear unsteady singularly perturbed convection-diffusion problems

Chapter 3 is based on the paper An optimal uniform a priori error estimate for an unsteady singularly perturbed problem published in International Journal of Numerical Analysis and Modeling in 2014, [48].

The paper deals with the numerical analysis of unsteady singularly perturbed convection-diffusion problems on a square $\Omega=(0,1)^{2}$

$$
\begin{equation*}
u^{\prime}-\varepsilon \Delta u+b \cdot \nabla u+c u=f \quad \text { in } \Omega \times(0, T) \tag{2.44}
\end{equation*}
$$

with homogeneous Dirichlet boundary condition and corresponding initial condition. The paper presents an optimal a priori error estimate for any general mesh-adapted space discretization and discontinuous Galerkin time discretization.

The paper [48] assumes a singularly perturbed case, where the diffusion coefficient $\varepsilon$ is small in comparison to the rest of the data. The goal of the paper is to derive error estimates for mesh-adapted spatial methods in combination with the discontinuous Galerkin method in time that are independent of $\varepsilon$.

### 2.6.1 Discretization

A possible remedy comes from two different sources: high adaptation of the meshes around the layers (Shishkin meshes, Bakhvalov meshes, etc.) and stabilizations of the method (SUPG, local projection stabilization, etc.), see e.g. [41]. Both approaches are very often used together. The paper assumes the layer-adaptated

S-type meshes in combination with any consistent discretization method either stabilized or not.

The construction of the mesh in each direction is similar. Therefore we describe them in $x$ direction only. Let us assume increasing and differentiable generating function $\phi$ satisfying $\phi(0)=0$ and $\phi(1 / 2)=\ln (N)$, where $N+1$ is number of discretization nodes in $x$ direction including boundaries. Then the partition nodes $x_{i}$ can be defined by

$$
\begin{align*}
& x_{i}=\frac{2 i}{N}\left(1-\frac{\sigma \varepsilon}{\beta_{1}} \phi\left(\frac{1}{2}\right)\right), \quad \forall i=0, \ldots, N / 2  \tag{2.45}\\
& x_{i}=1-\frac{\sigma \varepsilon}{\beta_{1}} \phi\left(\frac{N-i}{N}\right), \quad \forall i=N / 2, \ldots, N \tag{2.46}
\end{align*}
$$

where $b=\left(\beta_{1}, \beta_{2}\right)$ and $\sigma \geq 5 / 2$. For instance, classical Shishkin mesh coresponds to the choice $\phi(s)=2 \ln (N) s$ and the choice $\phi(s)=-\ln \left(1-2 s\left(1-N^{-1}\right)\right)$ coresponds to Bakhvalov-type mesh. Such an approach leads to the $\varepsilon$-uniform spatial error estimates even with respect to resulting norms of the exact solution. For the detail see e.g. [41].

The discretization in space is made with the aid of conforming bilinear space $V_{N}$, bilinear form $a_{s t}(.,$.$) representing the discretization of the spatial terms from$ (2.44) and corresponding right-hand side $f_{s t}$

$$
\begin{equation*}
\left(u^{\prime}, v\right)+a_{s t}(u, v)=\left(f_{s t}, v\right), \quad \forall v \in V_{N} \tag{2.47}
\end{equation*}
$$

The time discretization is made using the discontinuous Galerkin discretization described in Section 2.2.1, i.e. discrete solution $U \in V_{N}^{\tau}$ satisfies

$$
\begin{equation*}
\int_{I_{m}}\left(U^{\prime}, v\right)+a_{s t}(U, v) \mathrm{d} t+\left(\{U\}_{m-1}, v_{+}^{m-1}\right)=\int_{I_{m}}\left(f_{s t}, v\right) \mathrm{d} t \quad \forall v \in V_{N}^{\tau} \tag{2.48}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{N}^{\tau}=\left\{v \in L^{2}\left(0, T, V_{N}\right):\left.v\right|_{I_{m}} \in P^{q}\left(I_{m}, V_{N}\right)\right\} . \tag{2.49}
\end{equation*}
$$

Let us denote right Radau quadrature on $q+1$ quadrature nodes

$$
\begin{equation*}
\int_{I_{m}} f(t) \mathrm{d} t \approx Q^{m}[f] \tag{2.50}
\end{equation*}
$$

Assuming for simplicity that $f$ or $f_{s t}$, respectively, is a polynomial in time of the same degree as the discrete solution we can replace all the integrals in (2.48) by the right Radau quadratures, since all the terms in (2.48) are linear, i.e.

$$
\begin{equation*}
Q^{m}\left[\left(U^{\prime}, v\right)\right]+Q^{m}\left[a_{s t}(U, v)\right]+\left(\{U\}_{m-1}, v_{+}^{m-1}\right)=Q^{m}\left[\left(f_{s t}, v\right)\right], \quad \forall v \in V_{N}^{\tau} \tag{2.51}
\end{equation*}
$$

### 2.6.2 Error analysis

We may apply a similar technique of the proof as in Section 2.4. We design a suitable projection $\pi$ and divide the error into projection part $\eta=\pi u-u$ and $\xi=U-\pi u \in V_{N}^{\tau}$. Then the error equation is as follows

$$
\begin{align*}
Q^{m}\left[\left(\xi^{\prime}, v\right)\right]+Q^{m}\left[a_{s t}(\xi, v)\right]+\left(\{\xi\}_{m-1}, v_{+}^{m-1}\right)= & -Q^{m}\left[a_{s t}(\eta, v)\right]  \tag{2.52}\\
& -Q^{m}\left[\left(\eta^{\prime}, v\right)\right]-\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right)
\end{align*}
$$

There are two sources of difficulties in the error analysis comparing with the analysis presented in Section 2.4. The first difficulty is that it is not possible to
provide ellipticity and continuity estimates of $a_{s t}(.,$.$) in any norm in such a way$ that the constants in these estimates would be independent of $\varepsilon$ and $N$. The second difficulty is that $L^{2}$-orthogonal projection on $V_{N}$ that is essentially involved in the definition of space-time projection $\pi$ in Section 2.4 is very unsuitable for deriving accurate error estimates with respect to space variables for this specific problem, see e.g. [32], where suboptimal error analysis is presented due to this fact.

To overcome these difficulties, the projection $\pi$ is designed differently to respect the Runge-Kutta nature of the discontinuous Galerkin method in time, cf. Section 2.2 .2 , and with the aid of classical Ritz projection in space, namely $\pi=P^{\tau} R_{N}$, where $P^{\tau}$ is the Lagrange interpolation operator on right Radau quadrature nodes and $R_{N}: H_{0}^{1}(\Omega) \rightarrow V_{N}$ is the Ritz projection satisfying

$$
\begin{equation*}
a_{s t}\left(R_{N} u-u, v\right)=0, \quad \forall v \in V_{N} \tag{2.53}
\end{equation*}
$$

Then it is possible to show that

$$
\begin{equation*}
\sup _{I_{m}}\|\pi u-u\| \leq C\left(\tau^{q+1}+g(N)\right) \tag{2.54}
\end{equation*}
$$

where the constant $C$ is completely independent of $\varepsilon$ even with respect to the derivatives of the exact solution $u$ and the term $g(N)$ depends on the choice of the mesh adaptation and the stabilization, e.g. $g(N)=N^{-2} \ln ^{2}(N)$ for the Shishkin mesh or $g(N)=N^{-2}$ for the Bakhvalov mesh when the classical bilinear finite element method without any stabilization is used.

The advantage of this projection $\pi$ described above is that the energy term $Q^{m}\left[a_{s t}(\eta, v)\right]$ vanishes in (2.52) and it is only necessary to deal with the terms on the second row of the right hand side of (2.52). Following estimate is derived for these terms in the paper [48] or in Chapter 3

$$
\begin{equation*}
Q^{m}\left[\left(\eta^{\prime}, v\right)\right]+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right) \leq \tau C\left(\tau^{q+1}+g(N)\right) \sup _{I_{m}}\|v\| \tag{2.55}
\end{equation*}
$$

### 2.6.3 Estimates inside of intervals $I_{m}$

Since the estimate (2.55) contains the supremum over $I_{m}$, we need to handle this supremum term which represents a significant difficulty in comparison with the basic approach described in Section 2.4, where only the nodal values need to be handled. Following paper [2], it can be shown that

$$
\begin{equation*}
2 Q^{m}\left[\left(\xi^{\prime}, \tilde{\xi}\right)\right]+2\left(\{\xi\}_{m-1}, \tilde{\xi}_{+}^{m-1}\right)=\left\|\xi_{-}^{m}\right\|^{2}+\frac{1}{\tau} Q^{m}\left[\|\tilde{\xi}\|^{2}\right] \tag{2.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\xi}=P^{\tau}\left(\frac{\tau \xi(t)}{t-t_{m-1}}\right) \in V_{N}^{\tau} \tag{2.57}
\end{equation*}
$$

Moreover, it is possible to show that

$$
\begin{equation*}
0 \leq Q^{m}\left[a_{s t}(\xi, \xi)\right] \leq Q^{m}\left[a_{s t}(\xi, \tilde{\xi})\right] \tag{2.58}
\end{equation*}
$$

Since the norms

$$
\begin{equation*}
\frac{1}{\tau} Q^{m}\left[\|\tilde{\xi}\|^{2}\right], \quad \sup _{I_{m}}\|\xi\|^{2}, \quad \sup _{I_{m}}\|\tilde{\xi}\|^{2} \tag{2.59}
\end{equation*}
$$

are equivalent, we can apply these relations to derive the error estimate. The details are shown in the paper [48] or in Chapter 3.

The interesting question arise: Why the choice of the test function $\tilde{\xi}$ defined in (2.57) gives such a nice result (2.56)? The answer can be found in the connection between Runge-Kutta methods and discontinuous Galerkin methods described in Section 2.2.2 and in the classical analysis for the error estimates of the inner stages of RK. For the overview see e.g. [30], where the results from the original paper [13] are presented.

### 2.7 Overview of Chapter 4: Semilinear unsteady singularly perturbed convection-diffusion problems

Chapter 4 is based on the paper A priori diffusion-uniform error estimates for nonlinear singularly perturbed problems: BDF2, midpoint and time $D G$ published in Mathematical Modelling and Numerical Analysis in 2017, [34].

The paper deals with the numerical analysis of unsteady singularly perturbed semilinear convection-diffusion problems

$$
\begin{equation*}
u^{\prime}-\varepsilon \Delta u+\nabla \cdot f(u)=g \quad \text { in } \Omega \times(0, T) \tag{2.60}
\end{equation*}
$$

with homogeneous Dirichlet boundary condition and corresponding initial condition. The paper presents a priori error estimates for discontinuous Galerkin space discretization in combination with either the second order backward differentiation formula (BDF2) or the midpoint rule or the discontinuous Galerkin method in time.

Once again, we are mostly interested in the singularly perturbed situation, where the parameter $\varepsilon$ is small. Since the problem (2.60) is nonlinear, it represents even more difficult challenge then the linear problem from Section 2.6 respectively from [48].

### 2.7.1 Discretization

We can apply the same notation as in Section 2.1.1 and Section 2.1.2. The space discretization is made with the aid of the discontinuous Galerkin method. The diffusion term $-\Delta u$ is discretized by SIPG formulation described in Section 2.3. The discretization of the convective term $\nabla \cdot f(u)$ is made similarly as in the finite volume method

$$
\begin{equation*}
(\nabla \cdot f(u), v) \approx b_{h}(u, v)=-\sum_{K}(f(u), \nabla v)_{K}+\sum_{e}\left(H\left(u_{L}, u_{R}, n\right),[v]\right)_{e} \tag{2.61}
\end{equation*}
$$

where the flux $f(u) \cdot n$ is approximated on the edge $e$ by the value $H\left(u_{L}, u_{R}, n\right)$ called numerical flux. We assume that the numerical flux can be arbitrary function satisfying following assumptions

- $H(u, v, n)$ is Lipschitz continuous, i.e.

$$
\begin{equation*}
|H(u, v, n)-H(\bar{u}, \bar{v}, n)| \leq C(|u-\bar{u}|+|v-\bar{v}|) \tag{2.62}
\end{equation*}
$$

- $H(u, v, n)$ is consistent, i.e.

$$
\begin{equation*}
H(u, u, n)=f(u) \cdot n \tag{2.63}
\end{equation*}
$$

- $H(u, v, n)$ is conservative, i.e.

$$
\begin{equation*}
H(u, v, n)=-H(v, u,-n) \tag{2.64}
\end{equation*}
$$

- $H(u, v, n)$ is E-flux, i.e.

$$
\begin{equation*}
H(u, v, n)-f(q) \cdot n \geq 0, \quad \forall q \text { between } u, v \tag{2.65}
\end{equation*}
$$

We shall point out that every monotone numerical flux is E-flux.
The semidiscrete formulation of problem (2.60) is

$$
\begin{equation*}
\left(u_{h}^{\prime}, v\right)+\varepsilon A_{h}\left(u_{h}, v\right)+b_{h}\left(u_{h}, v\right)=(g, v), \quad \forall v \in X_{h} \tag{2.66}
\end{equation*}
$$

This problem is discretized in time by either BDF2

$$
\begin{align*}
\left(\frac{3}{2} U^{m}-2 U^{m-1}+\frac{1}{2} U^{m-2}, v\right) & +\tau \varepsilon A_{h}\left(U^{m}, v\right)+\tau b_{h}\left(U^{m}, v\right)  \tag{2.67}\\
& =\tau(g, v) \quad \forall v \in X_{h}
\end{align*}
$$

where the starting value $U^{1}$ is obtained by the backward Euler method, or by the midpoint rule

$$
\begin{align*}
\left(U^{m}-U^{m-1}, v_{h}\right)+\frac{\tau}{2} \varepsilon A_{h}\left(U^{m}\right. & \left.+U^{m-1}, v_{h}\right)+\tau b_{h}\left(\frac{U^{m}+U^{m-1}}{2}\right)  \tag{2.68}\\
& =\tau\left(g\left(t_{m-1}+\tau / 2\right), v_{h}\right), \quad \forall v_{h} \in X_{h}
\end{align*}
$$

or by the quadrature version of the discontinuous Galerkin method

$$
\begin{array}{r}
\int_{I_{m}}\left(U^{\prime}, v\right)+\varepsilon A_{h}(U, v) \mathrm{d} t+Q^{m}\left[b_{h}(U, v)\right]+\left(\{U\}_{m-1}, v_{+}^{m-1}\right)=  \tag{2.69}\\
Q^{m}[(g, v)] \\
\forall v_{h} \in X_{h}^{\tau}
\end{array}
$$

where

$$
\begin{equation*}
X_{h}^{\tau}=\left\{v \in L^{2}\left(0, T, X_{h}\right):\left.v\right|_{I_{m}} \in P^{q}\left(I_{m}, X_{h}\right)\right\} \tag{2.70}
\end{equation*}
$$

and the right Radau quadrature $Q^{m}[$.$] is defined in Section 2.6.1.$

### 2.7.2 Error analysis

The error analysis follows the idea from the paper [33] following the results from the paper [51]. The complete description of the idea is quite long and very technical. Here, we summarize the most important steps.

The resulting nonlinear form $b_{h}(.,$.$) with Lipschitz continuous, consistent and$ conservative numerical fluxes with the E-flux property satisfies following important estimate
$b_{h}\left(v_{h}, v_{h}-\Pi u\right)-b_{h}\left(u, v_{h}-\Pi u\right) \leq C\left(1+\frac{\left\|v_{h}-u\right\|_{L^{\infty}(\Omega)}^{2}}{h^{2}}\right)\left(h^{2 p+1}+\left\|v_{h}-\Pi u\right\|^{2}\right)$,
where $\Pi$ is $L^{2}$-orthogonal projection on $X_{h}, u$ is any sufficiently regular function and $v_{h} \in X_{h}$, cf. [33]. Difficulties come from the term $\left\|v_{h}-u\right\|_{L^{\infty}(\Omega)}^{2} / h^{2}$, where $v_{h}$ is typically chosen as the discrete solution $U$ or some term directly derived from $U$. If it is possible to estimate a priori the error as $\|U-u\|_{L^{\infty}(\Omega)}=O(h)$, then standard application of the technique will give the desired error estimate that is usually much smaller then the considered bound $O(h)$, typically it is $\|U-u\|^{2} \leq C\left(h^{2 p+1}+\tau^{2 q+2}\right)$, where $q=1$ for BDF2 and the midpoint rule and $q$ is the degree of the polynomial approximation in time for the discontinuous Galerkin method. Unfortunately, it is
not easy to prove the error bound $O(h)$ a priori, since the error is the object of investigation and is unknown.

This problem is solved by the continuous mathematical induction, cf [33]. Let us assume that the discretization parameters $h, p, \tau$ and $s$ are chosen in such a way that

$$
\begin{equation*}
\|U-u\|^{2} \leq C\left(h^{2 p+1}+\tau^{2 q+2}\right) \quad \Longrightarrow \quad\|U-u\|_{L^{\infty}(\Omega)} \leq \frac{h}{2} \tag{2.72}
\end{equation*}
$$

If the error is represented by a continuous function and if the error is at some point $t=t_{*}$ sufficiently small, e.g. $\|U-u\|_{L^{\infty}(\Omega)}=h / 2$, then it takes some time $\delta>0$ to grow the error over the bound $h$. Then it is possible to avoid the term $\|U-u\|_{L^{\infty}(\Omega)}^{2} / h^{2}$ on interval $\left[t_{*}, t_{*}+\delta\right]$ in the estimate (2.71) and it is possible to derive the desired error estimate $\|U-u\|^{2} \leq C\left(h^{2 p+1}+\tau^{2 q+2}\right)$ on $\left[t_{*}, t_{*}+\delta\right]$ by rather standard technique, where the constant is independent of $\varepsilon$. Moreover, it is possible to see that (2.72) implies $\|U-u\|_{L^{\infty}(\Omega)} \leq \frac{h}{2}$ at a new time $t=t_{*}+\delta$. Since the continuity of the error holds on the bounded interval $[0, T]$, i.e. on a compact set, there exists a minimal finite $\delta$ necessary for such a grow and we can deplete the set $[0, T]$ in a finite number of steps. It should be pointed out that the starting error in the initial condition is inherently small.

Alternatively, the concept of the continuous mathematical induction can be replaced by the argument that the error under the assumption (2.72) cannot hit the value $\|U-u\|_{L^{\infty}(\Omega)}=h$ and assuming the error evolves continuously and is started from the small initial condition error it is not possible to grow over $h$ and therefore the square of the error behaves as $O\left(h^{2 p+1}+\tau^{2 q+2}\right)$.

### 2.7.3 Discrete solution continuation

Since we assume that the exact solution $u$ is continuous in time, the aim of this section is to describe how to reconstruct the discrete solution that is defined nodalwise as $U^{m}$ in the case of BDF 2 and the midpoint rule and interval-wise (elementwise) as $\left.U\right|_{I_{m}}$ in the case of the time discontinuous Galerkin, as a continuous function $U(t)$ that corresponds to the error in the nodal point, i.e. $U\left(t_{m}\right)=U^{m}$ or $U\left(t_{m}\right)=$ $U_{-}^{m}$.

The idea of the construction of the nodal-wise defined solution as a continuous function can be found in [33], where the backward Euler method is discussed. Let us assume that the continuation is well defined on the interval $\left[0, t_{m-1}\right]$ and the goal is to define the continuation on the next time interval $\left(t_{m-1}, t_{m}\right]$. Then the value of $U\left(t_{m-1}+s\right)$, where $s \in(0, \tau]$, is defined as the discrete solution for the given method by replacing the step-size $\tau$ by the new step-size $s$. Still, it remains to prove a number of technical results that imply that the resulting continuation $U\left(t_{m-1}+s\right)$ exists uniquely for arbitrary $s \in\left(t_{m-1}, t_{m}\right]$ and that the resulting function $U(t)$ is really continuous. These results are described in detail in the paper [34] or Chapter 4. It should be pointed out that the BDF2 analysis also applies the stability theory for the multistep methods with non-equidistant time steps, see e.g. [30].

The time discontinuous Galerkin discretization is more complicated, since the solution at the final time of each interval depends on the corresponding inner stages, see Section 2.2.2, and the continuation should respect this fact. Let us assume that the continuation is constructed to the time level $y=t_{m-1}$. The approach from [34] defines the continuation on $\left(t_{m-1}, t_{m}\right]$ as a set of functions on $I_{m}$

$$
\begin{equation*}
\left\{U_{y}\right\}_{y \in\left(t_{m-1}, t_{m}\right]} \subset X_{h}^{\tau} \tag{2.73}
\end{equation*}
$$

Denoting $s \in(0, \tau]$ such that $y=t_{m-1}+s$ and denoting Radau quadrature rescaled from interval $I_{m}$ to the new interval $\left(t_{m-1}, y\right)$ as $Q_{s}^{m}[$.$] , then each function U_{y}$ of
the continuation is defined on $I_{m}$ as

$$
\begin{array}{r}
\int_{t_{m-1}}^{y}\left(U_{y}^{\prime}, v\right)+\varepsilon A_{h}\left(U_{y}, v\right) \mathrm{d} t+Q_{s}^{m}\left[b_{h}\left(U_{y}, v\right)\right]+\left(\{U\}_{m-1}, v_{+}^{m-1}\right)  \tag{2.74}\\
=Q_{s}^{m}[(f, v)], \quad \forall v_{h} \in X_{h}^{\tau}
\end{array}
$$

The resulting continuity is described by the relations

$$
\begin{align*}
& \sup _{\left(t_{m-1}, \min (y, \bar{y})\right)}\left\|U_{y}-U_{\bar{y}}\right\| \rightarrow 0, \text { as }|y-\bar{y}| \rightarrow 0  \tag{2.75}\\
& \sup _{\left(t_{m-1}, y\right)}\left\|U_{y}-U_{-}^{m-1}\right\| \rightarrow 0, \text { as } y \rightarrow t_{m-1}+ \tag{2.76}
\end{align*}
$$

The proof of this continuity with respect to $y$ is very technical and the details are presented in the paper [34] or Chapter 4.

### 2.8 Overview of Chapter 5: Nonlinear unsteady convection-diffusion problems in time-dependent domains

Chapter 5 is based on the paper Stability of the ALE space-time discontinuous Galerkin method for nonlinear convection-diffusion problems in time-dependent domains published in Mathematical Modelling and Numerical Analysis in 2018, [6].

The paper deals with the numerical analysis of unsteady nonlinear convectiondiffusion problems

$$
\begin{equation*}
u^{\prime}-\nabla \cdot(\beta(u) \nabla u)+\nabla \cdot f(u)=g \tag{2.77}
\end{equation*}
$$

with Dirichlet boundary conditions and corresponding initial condition. The nonlinearity in the diffusion term described by the function $\beta(u)$ is considered bounded and Lipschitz continuous, i.e.

$$
\begin{align*}
& \beta: \mathbb{R} \rightarrow\left[\beta_{0}, \beta_{1}\right], \quad 0<\beta_{0} \leq \beta_{1}<\infty  \tag{2.78}\\
& |\beta(u)-\beta(v)| \leq C|u-v| \tag{2.79}
\end{align*}
$$

The paper [6] does not assume the singularly perturbed case, where $\beta_{0} \rightarrow 0$, but the dependence of the derived results on $\beta_{0}$ is tracked for further investigations.

In comparison with previous sections, the problem (2.77) is not considered in a fixed space-time cylinder $\Omega \times(0, T)$, but in an evolving space-time cylinder $\Omega_{t} \times(0, T)$, where the space domain $\Omega_{t}$ depends smoothly on time $t$. The goal of the paper [6] is to present a stability bound for discontinuous Galerkin space-time discretization.

### 2.8.1 Arbitrary Lagrangian-Eulerian description

The evolution of the domain $\Omega_{t}$ is described by a one-to-one mapping $\mathcal{A}_{t}: \Omega_{\mathrm{ref}} \rightarrow \Omega_{t}$ which maps the point $X \in \Omega_{\text {ref }}$ onto the point $x \in \Omega_{t}$, i.e. $x=\mathcal{A}_{t}(X) \in \Omega_{t}$. Collecting these mappings for $t \in[0, T]$ we get the so called ALE mapping $\mathcal{A}$. Although such a mapping is assumed individually for each time interval $I_{m}$ in the paper [6], we consider here only a single ALE mapping over all time interval $(0, T)$. We also assume that the evolution of the domain as well as the ALE mapping $\mathcal{A}$ is independent of the solution $u$ of problem (2.77). We assume that the evolution of the domain is smooth and that the ALE mapping $\mathcal{A}$ and its inverse $\mathcal{A}^{-1}$ satisfies

$$
\begin{gather*}
\mathcal{A} \in W^{1, \infty}\left(0, T, W^{1, \infty}\left(\Omega_{\mathrm{ref}}\right)\right)  \tag{2.80}\\
\mathcal{A}^{-1} \in W^{1, \infty}\left(0, T, W^{1, \infty}\left(\Omega_{t}\right)\right)
\end{gather*}
$$

The important concept in the ALE description is the ALE derivative. The ALE derivative $D_{t}$ of function $f(x, t)$ is defined as the time derivative of the reference function $\tilde{f}(X, t)=f\left(\mathcal{A}_{t}(X), t\right)$, where $x=\mathcal{A}_{t}(X)$. By the chain rule we gain

$$
\begin{equation*}
\left.D_{t} f(x, t)=\frac{\partial}{\partial t} \tilde{f}(X, t)=\frac{\mathrm{d}}{\mathrm{~d} t} f\left(\mathcal{A}_{t}(X)\right), t\right)=\nabla f(x, t) \cdot \frac{\partial}{\partial t} \mathcal{A}_{t}(X)+f^{\prime}(x, t) \tag{2.81}
\end{equation*}
$$

Denoting the mesh velocity $z(x, t)=\tilde{z}(X, t)$, where $\tilde{z}(X, t)=\frac{\partial}{\partial t} \mathcal{A}_{t}(X)$, we can rewrite (2.81) as

$$
\begin{equation*}
D_{t} f=z \cdot \nabla f+f^{\prime} \tag{2.82}
\end{equation*}
$$

The interpretation of the ALE derivative is the derivative along the ALE curve, where the ALE curve is defined as the evolution of the single point $X \in \Omega_{\mathrm{ref}}$.

Using the ALE derivative, we can reformulate the original problem (2.77) into equivalent problem

$$
\begin{equation*}
D_{t} u-\nabla \cdot(\beta(u) \nabla u)+\nabla \cdot f(u)-z \cdot \nabla u=g \tag{2.83}
\end{equation*}
$$

### 2.8.2 Discretization

The aim of this section is to discretize the problem (2.83) by the space-time discontinuous Galerkin method. We apply the notation from Section 2.3 and Section 2.4 on fixed space-time cylinder. Let us assume the discontinuous finite element space

$$
\begin{equation*}
\tilde{X}_{h}=\left\{\tilde{v} \in L^{2}\left(\Omega_{\mathrm{ref}}\right):\left.\tilde{v}\right|_{\tilde{K}} \in P^{p}(\tilde{K})\right\} \tag{2.84}
\end{equation*}
$$

on $\Omega_{\text {ref }}$. We can define fully discrete space

$$
\begin{equation*}
\tilde{X}_{h}^{\tau}=\left\{\tilde{v} \in L^{2}\left(0, T, \tilde{X}_{h}\right):\left.v\right|_{I_{m}} \in P^{q}\left(I_{m}, \tilde{X}_{h}\right)\right\} \tag{2.85}
\end{equation*}
$$

on the fixed (reference) space-time cylinder. Finally, the fully discrete space $X_{h}^{\tau}$ on the evolving space-time cylinder is defined as

$$
\begin{equation*}
X_{h}^{\tau}=\left\{v: v \circ \mathcal{A} \in \tilde{X}_{h}^{\tau}\right\} . \tag{2.86}
\end{equation*}
$$

Applying the space and time discontinuous Galerkin technique described in Section 2.3 and Section 2.2.1, we arrive to the discrete formulation of problem (2.77)

$$
\begin{align*}
\int_{I_{m}}\left(D_{t} U, v\right)_{t}+A_{h}(U, v, t)+b_{h}(U, v, t)-(z \cdot \nabla U, v)_{t} \mathrm{~d} t  \tag{2.87}\\
\quad+\left(\{U\}_{m-1}, v_{+}^{m-1}\right)_{t_{m-1}}=\int_{I_{m}} \ell(v, t) \mathrm{d} t, \quad \forall v \in X_{h}^{\tau}
\end{align*}
$$

where $(., .)_{t}$ denotes the $L^{2}$-scalar product on $\Omega_{t}$. The detailed description of the forms $A_{h}(., ., t), b_{h}(., ., t)$ and $\ell(., t)$ can be found in the paper [6] or in Chapter 5.

### 2.8.3 Stability analysis

The goal of this section is to derive the stability estimate, i.e. the estimate that bounds the discrete solution $U \in X_{h}^{\tau}$ in $L^{\infty}\left(L^{2}\right)$-norm by the data of the problem in suitable norms, i.e. by the initial and boundary conditions and by the right-hand side $g$. Setting $v=U$ in (2.87) gives after some manipulations

$$
\begin{array}{r}
\left\|U_{-}^{m}\right\|_{t_{m}}^{2}-\left\|U_{-}^{m-1}\right\|_{t_{m-1}}^{2}+\left\|\{U\}_{m-1}\right\|_{t_{m-1}}^{2}+\int_{I_{m}} A_{h}(U, U, t) \mathrm{d} t  \tag{2.88}\\
\leq R_{t}+C \int_{I_{m}}\|U\|_{t}^{2} \mathrm{~d} t
\end{array}
$$

where $\|\cdot\|_{t}$ denotes the $L^{2}$-norm on $\Omega_{t}$ and the term $R_{t}$ consists of the norms of the boundary condition and the right-hand side. The main difficulty lies in the estimate of the $L^{2}\left(L^{2}\right)$-norm of the discrete solution $U$ on the right-hand side of (2.88). Since the discrete solution is from the finite dimensional space, it is possible to show that the norms

$$
\begin{equation*}
\int_{I_{m}}\|U\|_{t}^{2} \mathrm{~d} t \quad \text { and } \quad \tau \sup _{I_{m}}\|U\|_{t}^{2} \tag{2.89}
\end{equation*}
$$

are equivalent. For piece-wise constant or piece-wise linear time approximations, i.e. $q=0,1$, it is possible to deal with the supremum term directly, since the supremum over $I_{m}$ is gained only at the endpoints of the interval $I_{m}$, see [5]. The polynomial approximations of higher degree need to be treated more carefully.

### 2.8.4 Discrete characteristic function

Denoting $y \in\left[t_{m-1}, t_{m}\right]$ such that

$$
\begin{equation*}
\|U(y)\|_{y}^{2}=\sup _{I_{m}}\|U\|_{t}^{2} \tag{2.90}
\end{equation*}
$$

the ideal choice of the test function in (2.87) is $v=U \chi_{(0, y)}$, where $\chi_{(0, y)}$ is the characteristic function of interval $(0, y)$. The applications of this test function in (2.87) leads after some manipulations to

$$
\begin{array}{r}
\|U(y)\|_{y}^{2}-\left\|U_{-}^{m-1}\right\|_{t_{m-1}}^{2}+\left\|\{U\}_{m-1}\right\|_{t_{m-1}}^{2}+\int_{t_{m-1}}^{y} A_{h}(U, U, t) \mathrm{d} t  \tag{2.91}\\
\leq R_{t}+C \int_{t_{m-1}}^{y}\|U\|_{t}^{2} \mathrm{~d} t
\end{array}
$$

Then the proof of the stability can be finished by Gronwall lemma.
Unfortunately, this choice of the test function is not possible, since $U \chi_{(0, y)} \notin X_{h}^{\tau}$, and it is necessary to construct a discrete approximation of $U \chi_{(0, y)}$ in the space $X_{h}^{\tau}$. In the paper [6], the approximation $U \chi_{(0, y)} \approx U_{y} \in X_{h}^{\tau}$ is made with the aid of the discrete characteristic function described in [12] for fixed domains. Denoting the corresponding function $\tilde{U} \in \tilde{X}_{h}^{\tau}$ to the original function $U \in X_{h}^{\tau}$, we can define the discrete characteristic function $\tilde{U}_{y} \in \tilde{X}_{h}^{\tau}$ on the fixed space-time cylinder by

$$
\begin{align*}
\int_{I_{m}}\left(\tilde{U}_{y}, v\right)_{\mathrm{ref}} \mathrm{~d} t & =\int_{t_{m-1}}^{y}(\tilde{U}, v)_{\mathrm{ref}}, \quad \forall v \in P^{q-1}\left(I_{m}, \tilde{X}_{h}\right)  \tag{2.92}\\
\left(\tilde{U}_{y}\right)_{+}^{m-1} & =(\tilde{U})_{+}^{m-1}
\end{align*}
$$

Then the final discrete characteristic function $U_{y}$ is defined as the transformation of $\tilde{U}_{y}$ back to the evolving domain, i.e. $U_{y}(x, t)=\tilde{U}_{y}\left(\mathcal{A}_{t}^{-1}(x), t\right) \in X_{h}^{\tau}$.

The main properties of this discrete characteristic function $U_{y} \in X_{h}^{\tau}$ is that it behaves similarly as the true characteristic function $U \chi_{(0, y)}$ when applied on the term that corresponds to the discrete time derivative, i.e.

$$
\begin{array}{r}
2 \int_{I_{m}}\left(D_{t} U, U_{y}\right)_{t} \mathrm{~d} t+2\left(\{U\}_{m-1},\left(U_{y}\right)_{+}^{m-1}\right)_{t_{m-1}} \geq\|U(y)\|_{y}^{2}-\left\|U_{-}^{m-1}\right\|_{t_{m-1}}^{2}  \tag{2.93}\\
-C \int_{I_{m}}\|U\|_{t}^{2} \mathrm{~d} t
\end{array}
$$

The application of $U_{y}$ on all of the other terms in (2.87) is treated with the aid of the following continuity property of $U \rightarrow U_{y}$ proved in the paper [6] or in Chapter

5

$$
\begin{gather*}
\int_{I_{m}}\left\|U_{y}\right\|_{t}^{2} \mathrm{~d} t \leq C \int_{I_{m}}\|U\|_{t}^{2} \mathrm{~d} t  \tag{2.94}\\
\int_{I_{m}} A_{h}\left(U_{y}, U_{y}, t\right) \mathrm{d} t \leq C \int_{I_{m}} A_{h}(U, U, t) \mathrm{d} t
\end{gather*}
$$

### 2.9 Overview of Chapter 6: A posteriori error estimates for nonlinear parabolic problems

Chapter 6 is based on the paper A posteriori error estimates for higher order spacetime Galerkin discretizations of nonlinear parabolic problems published in SIAM Journal on Numerical Analysis in 2021, [17].

The paper deals with the numerical analysis of unsteady singularly perturbed nonlinear convection-diffusion problems

$$
\begin{equation*}
u^{\prime}-\nabla \cdot \sigma(u, \nabla u)+c(u)=0 \quad \text { in } \Omega \times(0, T) \tag{2.95}
\end{equation*}
$$

with homogeneous Dirichlet boundary condition and corresponding initial condition $u^{0}$. The nonlinearity is supposed to be monotone and continuous.

The paper [17] assumes either conforming or nonconforming Galerkin discretizations in space or time resulting in four different types of discretizations. The goal of the paper [17] is to present a unified a posteriori error analysis based on the equilibrated flux reconstructions for all these Galerkin discretizations.

To simplify forthcoming explanations, we only consider the heat equation instead of (2.95), i.e. $\sigma(u, \nabla u)=\nabla u$ and $c(u)=-f$, and the discontiunous Galerkin time discretization in combination with the classical finite element method.

### 2.9.1 Continuous problem and its discretization

Let us denote spaces

$$
\begin{align*}
X & =L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)  \tag{2.96}\\
Y & =\left\{v \in X: v^{\prime} \in L^{2}\left(0, T, L^{2}(\Omega)\right)\right\} \subset C\left([0, T], L^{2}(\Omega)\right) \\
Y^{0} & =\left\{v \in Y: v(0)=u^{0}\right\}
\end{align*}
$$

Then the weak solution satisfies $u \in Y^{0}$ and

$$
\begin{equation*}
\int_{0}^{T}\left(u^{\prime}, v\right)+(\nabla u, \nabla v) \mathrm{d} t=\int_{0}^{T}(f, v) \mathrm{d} t, \quad \forall v \in X \tag{2.97}
\end{equation*}
$$

We define $X_{h}^{\tau}$ in the same way as in Section 2.4. It shall be pointed out that $X_{h}^{\tau}$ is a very natural approximation space to the space $X$, but not to the spaces $Y$ or $Y^{0}$, since $X_{h}^{\tau} \not \subset Y$. The fully discrete solution $U \in X_{h}^{\tau}$ satisfies

$$
\begin{equation*}
\int_{I_{m}}\left(U^{\prime}, v\right)+(\nabla U, \nabla v) \mathrm{d} t+\left(\{U\}_{m-1}, v_{+}^{m-1}\right)=\int_{I_{m}}(f, v) \mathrm{d} t, \quad \forall v \in X_{h}^{\tau} \tag{2.98}
\end{equation*}
$$

where $U_{-}^{0}=u^{0}$.

### 2.9.2 Discrete solution reconstruction

Similarly in Section 2.5 , we need to reconstruct the discrete solution. The spatial reconstruction $\sigma_{h}^{\tau} \in L^{2}(0, T, H(\operatorname{div}, \Omega))$ can be obtained in a similar way as described in Section 2.5 and the precise description can be found in the paper [17] or in Chapter 6.

It remains to reconstruct the discrete solution in time. The exact solution $u$ belongs to $Y^{0}$. It is possible to see that any function $v \in X_{h}^{\tau}$ belongs to the space $Y^{0}$ if and only if $v$ is continuous in time and satisfies the initial condition, i.e. $v(0)=u^{0}$. Then the reconstruction $R_{h}^{\tau} \in Y^{0}$ can be obtained directly from the discrete solution $U$

$$
\begin{equation*}
R_{h}^{\tau}(x, t)=U(x, t)-\{U\}_{m-1}(x) r_{m}(t), \quad t \in I_{m}, x \in \Omega \tag{2.99}
\end{equation*}
$$

where $r_{m}$ are Radau polynomials defined in Lemma 2.2.3, i.e. $r_{m} \in P^{q+1}\left(I_{m}\right)$, $r_{m}\left(t_{m}\right)=0, r_{m}\left(t_{m-1}\right)=1$ and $r_{m} \perp P^{q-1}\left(I_{m}\right)$. In fact, the reconstruction (2.99) is identical to the reconstruction (2.14).

The resulting reconstruction $R_{h}^{\tau}$ satisfies $R_{h}^{\tau} \in Y^{0}$ and together with the spatial reconstruction $\sigma_{h}^{\tau}$ also satisfies the space-time version of the equilibration property (2.38), i.e.

$$
\begin{equation*}
\left(f-\left(R_{h}^{\tau}\right)^{\prime}+\nabla \cdot \sigma_{h}^{\tau}, 1\right)_{K, m}=0 \tag{2.100}
\end{equation*}
$$

The details of the proof are presented in the paper [17].

### 2.9.3 Error measure

Inspired by the work [14], we design the error measure $\operatorname{Res}(U)$ as the dual norm of residual. Since the method (2.98) is nonconforming and the formulations for the exact and the discrete solutions differ, we design a common formulation for both these solutions.

Since the space $X_{h}^{\tau} \not \subset Y^{0}$, we design a new space

$$
\begin{equation*}
Y^{\tau}=\left\{v \in X:\left.v^{\prime}\right|_{I_{m}} \in L^{2}\left(I_{m}, L^{2}(\Omega)\right)\right\} \tag{2.101}
\end{equation*}
$$

The space $Y^{\tau}$ can be considered as the broken Sobolev space with respect to time. Then this space satisfies $Y^{0} \subset Y \subset Y^{\tau} \subset X$ and also $X_{h}^{\tau} \subset Y^{\tau}$. We can exploit these properties to define the extended formulation that covers the formulation for the exact solution (2.95) as well as the formulation for the discrete solution (2.98): find $u \in Y^{\tau}$ such that

$$
\begin{equation*}
\int_{I_{m}}\left(u^{\prime}, v\right)+(\nabla u, \nabla v) \mathrm{d} t+\left(\{u\}_{m-1}, v_{+}^{m-1}\right)=\int_{I_{m}}(f, v) \mathrm{d} t, \quad \forall v \in Y^{\tau} \tag{2.102}
\end{equation*}
$$

It shall be pointed out that the formulation (2.102) has a unique solution in $Y^{\tau}$ and this solution is the exact solution $u$ of the original problem (2.97).

Then the error measure is defined as a dual norm of residual with respect to the extended formulation (2.102)

$$
\begin{equation*}
\operatorname{Res}(U)=\sup _{v \in Y^{\tau}} \frac{1}{\|v\|_{Y^{\tau}}} \sum_{K, m}\left(f-U^{\prime}, v\right)_{K, m}-(\nabla U, \nabla v)_{K, m}-\left(\{U\}_{m-1}, v_{+}^{m-1}\right)_{K} \tag{2.103}
\end{equation*}
$$

where the norm $\|\cdot\|_{Y^{\tau}}$ is designed locally and similarly as in [14]

$$
\begin{equation*}
\|v\|_{Y^{\tau}}^{2}=\sum_{K, m}\|v\|_{Y^{\tau}, K, m}^{2}, \quad \text { where } \quad\|v\|_{Y^{\tau}, K, m}^{2}=\frac{1}{d_{K, m}^{2}} h_{K}^{2}\|\nabla v\|_{K, m}^{2}+\tau^{2}\left\|v^{\prime}\right\|_{K, m}^{2} \tag{2.104}
\end{equation*}
$$

The norm $\|.\|_{Y^{\tau}}$ in [17] contains a user dependent local parameter $d_{K, m}$. To simplify the forthcoming exposition, we assume here $d_{K, m}=1$.

### 2.9.4 Error estimate

The upper bound can be derived similarly as in Section 2.5. Let us assume $v \in Y^{\tau}$. Then

$$
\begin{align*}
& \sum_{K, m}\left(f-U^{\prime}, v\right)_{K, m}-(\nabla U, \nabla v)_{K, m}-\left(\{U\}_{m-1}, v_{+}^{m-1}\right)_{K}  \tag{2.105}\\
& =\sum_{K, m}\left(f-\left(R_{h}^{\tau}\right)^{\prime}+\nabla \cdot \sigma_{h}^{\tau}, v\right)_{K, m}+\sum_{K, m}\left(\sigma_{h}^{\tau}-\nabla U, \nabla v\right)_{K, m} \\
& \quad+\sum_{K, m}\left(\left(R_{h}^{\tau}\right)^{\prime}-U^{\prime}, v\right)_{K, m}-\left(\{U\}_{m-1}, v_{+}^{m-1}\right)_{K}
\end{align*}
$$

Estimation of these terms individually with the aid of (2.100) leads to

$$
\begin{align*}
& \left(f-\left(R_{h}^{\tau}\right)^{\prime}+\nabla \cdot \sigma_{h}^{\tau}, v\right)_{K, m} \leq C_{P}\left\|f-\left(R_{h}^{\tau}\right)^{\prime}+\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}\|v\|_{Y^{\tau}, K, m},  \tag{2.106}\\
& \left(\sigma_{h}^{\tau}-\nabla U, \nabla v\right)_{K, m} \leq\left\|\sigma_{h}^{\tau}-\nabla U\right\|_{K, m}\|\nabla v\|_{K, m} \\
& \left(\left(R_{h}^{\tau}\right)^{\prime}-U^{\prime}, v\right)_{K, m}-\left(\{U\}_{m-1}, v_{+}^{m-1}\right)_{K} \leq\left\|R_{h}^{\tau}-U\right\|_{K, m}\left\|v^{\prime}\right\|_{K, m},
\end{align*}
$$

where $C_{P}$ is again the constant from Poincare inequality, cf. [38]. Application of these estimates together and denoting the individual local estimators from (2.106) as

$$
\begin{align*}
\eta_{R, K, m} & =C_{P}\left\|f-\left(R_{h}^{\tau}\right)^{\prime}+\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}  \tag{2.107}\\
\eta_{S, K, m} & =\frac{1}{h_{K}}\left\|\sigma_{h}^{\tau}-\nabla U\right\|_{K, m} \\
\eta_{T, K, m} & =\frac{1}{\tau}\left\|R_{h}^{\tau}-U\right\|_{K, m}
\end{align*}
$$

gives a posteriori error estimate

$$
\begin{equation*}
\operatorname{Res}(U)^{2} \leq \eta^{2}=\sum_{K, m}\left(\eta_{R, K, m}+\left(\eta_{S, K, m}^{2}+\eta_{T, K, m}^{2}\right)^{1 / 2}\right)^{2} \tag{2.108}
\end{equation*}
$$

### 2.9.5 Efficiency estimates

Similarly as in Section 2.5, we can derive local efficiency estimates for the individual error estimators $\eta_{R, K, m}, \eta_{S, K, m}$ and $\eta_{T, K, m}$. We assume traditionally that $f$ is a piece-wise polynomial function. Again, we denote by $\lesssim$ the inequality up to constant independent of the exact solution $u$, the discrete solution $U$, mesh-size $h$ and stepsize $\tau$.

To be able to provide the efficiency estimates locally, we need to define a local version of the error norm $\operatorname{Res}(U)$. Since the error norm is dual norm of residual of the extended formulation, i.e. certain supremum term over all functions $v \in Y^{\tau}$, see (2.103), we define local versions of the error norm as

$$
\begin{align*}
\operatorname{Res}_{M, m}(U)=\sup _{v \in Y_{M, m}^{\tau}} \frac{1}{\|v\|_{Y_{M, m}^{\tau}}} \sum_{K, m} & \left(f-U^{\prime}, v\right)_{K, m}  \tag{2.109}\\
& -(\nabla U, \nabla v)_{K, m}-\left(\{U\}_{m-1}, v_{+}^{m-1}\right)_{K},
\end{align*}
$$

where $Y_{M, m}^{\tau} \subset Y^{\tau}$ is a space consisting from functions supported by $\overline{M \times I_{m}}$, where $M$ is some collection of elements $K$.

The efficiency estimates for $\eta_{R, K, m}$ and $\eta_{S, K, m}$ can be derived by generalizing the stationary technique, see [21] and [45]. The proof of the efficiency estimate for
$\eta_{T, K, m}$ is made more directly with the aid of a suitable test function, for the details see [17]. The resulting efficiency estimates are following

$$
\begin{align*}
\eta_{R, K, m} & =C_{P}\left\|f-\left(R_{h}^{\tau}\right)^{\prime}+\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m} \lesssim \operatorname{Res}_{\omega_{K}, m}(U)  \tag{2.110}\\
\eta_{S, K, m} & =\frac{1}{h_{K}}\left\|\sigma_{h}^{\tau}-\nabla U\right\|_{K, m} \lesssim \operatorname{Res}_{\omega_{K}, m}(U) \\
\eta_{T, K, m} & =\frac{1}{\tau}\left\|R_{h}^{\tau}-U\right\|_{K, m} \lesssim \operatorname{Res}_{K, m}(U)
\end{align*}
$$

Since

$$
\begin{equation*}
\sum_{K, m} \operatorname{Res}_{K, m}(U) \leq \sum_{K, m} \operatorname{Res}_{\omega_{K}, m}(U) \lesssim \operatorname{Res}(U) \tag{2.111}
\end{equation*}
$$

we can derive from (2.110) the global efficiency estimate

$$
\begin{equation*}
\eta=\sum_{K, m}\left(\eta_{R, K, m}+\left(\eta_{S, K, m}^{2}+\eta_{T, K, m}^{2}\right)^{1 / 2}\right) \lesssim \operatorname{Res}(U) \tag{2.112}
\end{equation*}
$$

### 2.10 Overview of Chapter 7: Polynomial robustness of efficiency estimates

Chapter 7 is based on the paper On polynomial robustness of flux reconstructions published in Appl. Math. in 2020, [47].

The paper deals with the numerical analysis of convection-diffusion-reaction problems

$$
\begin{equation*}
-\Delta u+b \cdot \nabla u+c u=f \quad \text { in } \Omega \tag{2.113}
\end{equation*}
$$

with homogeneous Dirichlet boundary condition. The problem is discretized by the standard finite element method. A posteriori error estimate, where the flux reconstructions are designed element-wise, is derived. The main result of the paper show that the efficiency constant of the flux reconstruction in 1D $(d=1)$ depends on the discretization polynomial degree as $p^{1 / 2}$ at most. The main contribution behind this paper lies in the application of the reconstruction developed for the time discretization in [17] for the space discretization as well.

To simplify forthcoming explanations, we only consider the Poisson equation instead of $(2.113)$, i.e. $b=0$ and $c=0$.

### 2.10.1 Discretization and upper bound

We descretize the problem (2.113) by the standard finite element method. We can apply the notation from Section 2.1.1. The finite element space is defined as

$$
\begin{equation*}
X_{h}=\left\{v \in H_{0}^{1}(\Omega):\left.v\right|_{K} \in P^{p}(K)\right\} \tag{2.114}
\end{equation*}
$$

and we can formulate the discrete problem: find $u_{h} \in X_{h}$ such that

$$
\begin{equation*}
\left(\nabla u_{h}, \nabla v\right)=(f, v), \quad \forall v_{h} \in X_{h} . \tag{2.115}
\end{equation*}
$$

In contrary to Section 2.5, we compose the reconstruction $\sigma_{h} \in H(\operatorname{div}, \Omega)$ from the local element-wise information, i.e. we define $\left.\sigma_{h}\right|_{K} \in \mathrm{RT}(K)$ such that

$$
\begin{align*}
\left.\sigma_{h}\right|_{e} \cdot n & =\left.\left\langle\nabla u_{h}\right\rangle\right|_{e} \cdot n  \tag{2.116}\\
\left(\sigma_{h}, w\right)_{K} & =\left(\nabla u_{h}, w\right)_{K}, \quad \forall w \in P^{p-1}(K)^{d}
\end{align*}
$$

The resulting global function $\sigma_{h}$ is in $H(\operatorname{div}, \Omega)$, since the normal component of $\sigma_{h}$ is continuous across the edges. Moreover, $\sigma_{h}$ is equilibrated in generalized sense

$$
\begin{equation*}
\left(f+\nabla \cdot \sigma_{h}, v\right)=0, \quad \forall v \in X_{h} \tag{2.117}
\end{equation*}
$$

The advantage of the reconstruction defined by (2.116) in comparison with the reconstruction defined in Section 2.5 is its simplicity that enables to evaluate the reconstruction directly without solving an artificial mixed finite element problem on patches $\omega_{a}$. It shall be pointed out that the relations from (2.116) correspond to the classical (natural) degrees of freedom for $\mathrm{RT}(K)$, see e.g. [7].

Instead of Poincare inequality applied in Section 2.5, we need a more accurate estimate

$$
\begin{equation*}
\inf _{v_{h} \in X_{h}}\left\|v-v_{h}\right\|_{K} \leq C_{F l} \frac{h_{K}}{p}\|\nabla v\|_{K} \tag{2.118}
\end{equation*}
$$

that holds for any function $v \in H_{0}^{1}(K)$, see e.g. [4]. The constant $C_{F l}$ is unknown in general, but it can be determined in some special cases. E.g., it is possible to take

$$
\begin{equation*}
C_{F l}=\frac{p}{\sqrt{(2 p+3)(2 p-1)}} \tag{2.119}
\end{equation*}
$$

in $1 \mathrm{D}(d=1)$, see $[47]$ or Chapter 7.
Denoting local estimators

$$
\begin{align*}
\eta_{R, K} & =C_{F l} \frac{h_{K}}{p}\left\|f+\nabla \cdot \sigma_{h}\right\|_{K}  \tag{2.120}\\
\eta_{F, K} & =\left\|\sigma_{h}-\nabla u_{h}\right\|_{K}
\end{align*}
$$

and applying (2.117) together with (2.118) imply a posteriori error estimate

$$
\begin{equation*}
\left\|\nabla u-\nabla u_{h}\right\|^{2}=\operatorname{Res}\left(u_{h}\right)^{2} \leq \eta^{2}=\sum_{K}\left(\eta_{R, K}+\eta_{F, K}\right)^{2} \tag{2.121}
\end{equation*}
$$

The idea of the proof is similar as in Section 2.5.

### 2.10.2 Efficiency

We derive local efficiency estimates for the individual error estimators $\eta_{R, K}$ and $\eta_{F, K}$ in $1 \mathrm{D}(d=1)$. We traditionally assume that $f \in X_{h}$, similarly as in Section 2.5. Again, we denote by $\lesssim$ the inequality up to constant independent of the exact solution $u$, the discrete solution $u_{h}$ and mesh-size $h$. Since we are also interested in the polynomial dependence of this constant, we assume that this constant is also independent of the discretization polynomial degree $p$ and denote this polynomial dependence separately.

Similarly as in [17], we define local errors

$$
\begin{equation*}
\operatorname{Res}_{M}\left(u_{h}\right)=\sup _{v \in H_{0}^{1}(\Omega), \operatorname{supp}(v) \subset M} \frac{(f, v)-\left(\nabla u_{h}, \nabla v\right)}{\|\nabla v\|}, \tag{2.122}
\end{equation*}
$$

where $M$ is some collection of elements $K$. Similarly as in [17], it is possible to show that

$$
\begin{equation*}
\sum_{K} \operatorname{Res}_{K}\left(u_{h}\right) \leq \sum_{K} \operatorname{Res}_{\omega_{K}}\left(u_{h}\right) \lesssim \operatorname{Res}\left(u_{h}\right) . \tag{2.123}
\end{equation*}
$$

Moreover, it is possible to see that the reconstruction defined by (2.116) in 1D can be equivalently rewritten on element $K=[a, b]$

$$
\begin{equation*}
\left.\sigma_{h}\right|_{K}=\nabla u_{h}+\left(\left\langle\nabla u_{h}\right\rangle(a)-\nabla u_{h}(a)\right) r_{a}+\left(\left\langle\nabla u_{h}\right\rangle(b)-\nabla u_{h}(b)\right) r_{b}, \tag{2.124}
\end{equation*}
$$

where the values of $\nabla u_{h}(a)$ and $\nabla u_{h}(b)$ are taken from inside of $K$ and $r_{a}, r_{b} \in P^{p+1}$ are Radau orthogonal polynomials on $K$ oriented either to the left endpoint $a$ or the right endpoint $b$. Comparing with the reconstruction (2.14), we can see that the reconstruction of $\sigma_{h}$ is defined according to the similar principle, but assumes the jump term on both sides of the interval $K$.

The efficiency of $\eta_{F, K}$ can be proved by similar argument as in the proof of efficiency of $\eta_{T, K, m}$ in [17]. The advantage of the directness of the proof enables to track the dependence on the polynomial degree

$$
\begin{equation*}
\eta_{F, K}=\left\|\sigma_{h}-\nabla u_{h}\right\|_{K} \lesssim p^{1 / 2} \operatorname{Res}_{\omega_{K}}\left(u_{h}\right) \tag{2.125}
\end{equation*}
$$

The proof is rather technical and therefore it is skipped here. The details can be found in [47] or in Chapter 7. This estimate can be applied for the proof of the efficiency of $\eta_{R, K}$, where it is possible to show that the polynomial dependence is the same as in $\eta_{F, K}$

$$
\begin{equation*}
\eta_{R, K}=C_{F l} \frac{h_{K}}{p}\left\|f+\nabla \cdot \sigma_{h}\right\|_{K} \lesssim p^{1 / 2} \operatorname{Res}_{\omega_{K}}\left(u_{h}\right) \tag{2.126}
\end{equation*}
$$

Again, the proof is quite technical and the details can be found in [47] or in Chapter 7.

The estimate of $\eta_{R, K}$ is quite interesting, since usually the authors in the literature are focused in the efficiency of $\eta_{F, K}$ only. The problem with traditional concept of the term $\eta_{R, K}$ is that only standard Poincare inequality (or a similar inequality like Friedrichs inequality etc.) is applied. This enables to determine the constant $C_{F l}$ as Poincare constant $C_{P}$ that is known in standard situations, e.g. on convex domains. On the other hand, classical Poincare inequality only contains the term $C_{P} h_{K}$ instead of $C_{F l} \frac{h_{K}}{p}$. Avoiding the $1 / p$ term seems to lead to suboptimal efficiency analysis with respect to the polynomial degree $p$.
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Chapter 3
Linear unsteady singularly perturbed convection-diffusion problems

# AN OPTIMAL UNIFORM A PRIORI ERROR ESTIMATE FOR an unsteady singularly perturbed problem 

MILOSLAV VLASAK AND HANS-GÖRG ROOS


#### Abstract

A time-dependent convection-diffusion problem is discretized by the Galerkin finite element method in space with bilinear elements on a general layer adapted mesh and in time by discontinuous Galerkin method. We present optimal error estimates. The estimates hold true for consistent stabilization too.


Key words. discontinuous Galerkin, convection-diffusion, layer adapted mesh, error estimate

## 1. Introduction

We focus ourselves on the analysis of the solution of unsteady linear 2D singularly perturbed convection-diffusion equation. This type of equation can be considered as simplified model problem to many important problems, especially to NavierStokes equations.

The space discretization of such a problem is a difficult task and it stimulated development of many stabilization methods (e.g. streamline upwind Petrov-Galerkin (SUPG) method, local projection stabilization methods) and layer-adapting techniques (e.g. Shishkin meshes, Bakhvalov meshes). For the overview see [9] or [8].

In order to achieve optimal diffusion-uniform error estimates we employ layer adapted meshes. On these general layer adapted meshes we assume a general space discretization covering standard conforming finite element method (FEM) or consistent stabilization methods. The resulting system of ordinary differential equations is solved by discontinuous Galerkin (DG) method.

Considering the space discretization on Shishkin meshes, we will follow the theory for stationary singularly perturbed problems based on the solution decomposition, which enables us to derive a priori error estimates independent of the diffusion parameter even with respect to the norms (seminorms) of the exact solution, which can be also highly dependent on the diffusion parameter. For the details see [9].

The discontinuous Galerkin (DG) method is a very popular approach for solving ordinary differential equations arising from space discretization of parabolic problems, which is based on piecewise polynomial approximation in time. Among important advantages we should mention unconditional stability for arbitrary order, which allows us to solve stiff problems efficiently, and good smoothing property, which enables us to work with inexact or rough data. For introduction to DG time discretization see e.g. [11].

In [6] and [1] the authors study DG in time and DG and local projection stabilization method, respectively, in space on standard meshes for singularly perturbed problems. The error estimates in these papers contain norms of the exact solutions which go to infinity if diffusion parameter goes to zero.

There are only few papers dealing with finite elements in space on the special meshes combined with any discretization in time. While in [7] the $\theta$-scheme as discretization in time is used, in [5] the authors study BDF time discretization.

[^0]In [7] the authors also study DG time discretization and derive suboptimal error estimates.

Our aim is improving some results from [7] and proving optimal a priori diffusionuniform error estimates for DG time discretization in $L^{\infty}\left(L^{2}\right)$ norm.

The main difficulty in proving optimal diffusion-uniform error estimates for DG time discretization is the fact that we cannot employ standard technique of the proof, which is based on the construction of a suitable projection, which enables us to eliminate discrete time derivative in the error equation, see e.g. [10]. This technique enforces us to do some upper bound of the projection error contained in stationary terms, which depends on a higher time derivative of the exact solution in $H^{1}$ seminorm, which depends on the diffusion parameter.

## 2. Continuous problem

Let $\Omega=(0,1)^{2}$ be a computational domain and $T>0$. Then let us consider parabolic singularly perturbed problem

$$
\begin{align*}
\frac{\partial u}{\partial t}-\varepsilon \Delta u+b \cdot \nabla u+c u & =f, \quad \forall x \in \Omega, t \in(0, T)  \tag{1}\\
u & =0, \quad \forall x \in \partial \Omega, t \in(0, T) \\
u(x, 0) & =u^{0}(x), \quad \forall x \in \Omega
\end{align*}
$$

where function $u^{0} \in L^{2}(\Omega), 0<\varepsilon \ll 1$ and functions $f(x, t), b(x)$ and $c(x)$ are sufficiently smooth with $b_{1}(x)>\beta_{1}>0$ and $b_{2}(x)>\beta_{2}>0$. By substitution in time variable we can achieve

$$
\begin{equation*}
c-\frac{1}{2} \nabla \cdot b \geq c_{0}>0 \tag{2}
\end{equation*}
$$

To simplify the text we will use the following notation. (.,.) and $\|$.$\| are L^{2}(\Omega)$ scalar product and norm, $|.|_{1}$ and $\|\cdot\|_{1}$ are $H^{1}(\Omega)$ seminorm and norm. Let us define bilinear form

$$
\begin{equation*}
a(u, v)=\varepsilon(\nabla u, \nabla v)+(b \cdot \nabla u+c u, v) \tag{3}
\end{equation*}
$$

Definition 1. We say that the function $u \in L^{2}\left(0, T, H_{0}^{1}(\Omega)\right)$ with the time derivative $\frac{\partial u}{\partial t} \in L^{2}\left(0, T, H^{-1}(\Omega)\right)$ is the weak solution of (1), if the following conditions are satisfied

$$
\begin{align*}
\left(\frac{\partial u(t)}{\partial t}, v\right)+a(u(t), v) & =(f(t), v) \quad \forall t \in(0, T), \forall v \in H_{0}^{1}(\Omega)  \tag{4}\\
u(0) & =u^{0}
\end{align*}
$$

It is possible to show that the solution has in general boundary layer around the border of $\Omega$ at $x=1$ and $y=1$. Assuming sufficiently compatible data we can avoid the existence of interior layers, which enables us to concentrate on the boundary layers only, see [9] or [4]. Moreover, it is possible to guarantee the S-decomposition
of the solution: $u=S+V_{1}+V_{2}+V_{12}$, where

$$
\begin{align*}
\left|\frac{\partial^{i+j+k} S\left(x_{1}, x_{2}, t\right)}{\partial x_{1}^{i} \partial x_{2}^{j} \partial t^{k}}\right| \leq C,  \tag{5}\\
\left|\frac{\partial^{i+j+k} V_{1}\left(x_{1}, x_{2}, t\right)}{\partial x_{1}^{i} \partial x_{2}^{j} \partial t^{k}}\right| \leq C \varepsilon^{-i} e^{-\beta_{1}\left(1-x_{1}\right) / \varepsilon}  \tag{6}\\
\left|\frac{\partial^{i+j+k} V_{2}\left(x_{1}, x_{2}, t\right)}{\partial x_{1}^{i} \partial x_{2}^{j} \partial t^{k}}\right| \leq C \varepsilon^{-j} e^{-\beta_{2}\left(1-x_{2}\right) / \varepsilon}  \tag{7}\\
\left|\frac{\partial^{i+j+k} V_{12}\left(x_{1}, x_{2}, t\right)}{\partial x_{1}^{i} \partial x_{2}^{j} \partial t^{k}}\right| \leq C \varepsilon^{-i-j} \min \left\{e^{-\beta_{1}\left(1-x_{1}\right) / \varepsilon}, e^{-\beta_{2}\left(1-x_{2}\right) / \varepsilon}\right\} \tag{8}
\end{align*}
$$

where $i, j, k$ are nonnegative integers such that $i+j \leq 3$ and $k \leq q+2$, where $q$ denotes the degree of the intended polynomial approximation in time. $S$ represents the smooth part of the solution, $V_{1}$ and $V_{2}$ represent boundary layers and $V_{12}$ represents the corner layer. This result shows dependence of space derivatives on $\varepsilon$, which complicates deriving standard a priori error estimates.
2.1. Discretization. We want to discretize the problem (1) by either standard finite element method or some consistent stabilization method on general layer adapted meshes in space. This technique allows us to derive a priori error estimates that are independent of $\varepsilon$.

We will start with the construction of the general layer adapted mesh. To do this we will follow the approach described in [8] or [9]. Let us denote $N$, space mesh parameter, as an even number. Then let us set

$$
\begin{equation*}
0=x_{0}<x_{1}<\ldots<x_{N}=1, \quad 0=y_{0}<y_{1}<\ldots<y_{N}=1 \tag{9}
\end{equation*}
$$

The final mesh arises as tensor product mesh with mesh points $\left(x_{i}, y_{j}\right)$. Since the idea of distribution of mesh points is the same in both direction (using either parameter $\beta_{1}$ or $\beta_{2}$ ), we describe the idea only in $x_{1}$ direction. Let us introduce the mesh generating function $\phi$ satisfying $\phi(0)=0$ and $\phi(1 / 2)=\ln (N)$, moreover we assume $\phi$ be continuous, increasing and differentiable. Let the mesh points are equally distributed in $\left[0, x_{N / 2}\right]$ and graded according to the function $\phi$ in $\left[x_{N / 2}, 1\right]$ :

$$
\begin{align*}
& x_{i}=\frac{2 i}{N}\left(1-\frac{\sigma \varepsilon}{\beta_{1}} \phi\left(\frac{1}{2}\right)\right), \quad \forall i=0, \ldots, N / 2  \tag{10}\\
& x_{i}=1-\frac{\sigma \varepsilon}{\beta_{1}} \phi\left(\frac{N-i}{N}\right), \quad \forall i=N / 2, \ldots, N \tag{11}
\end{align*}
$$

The parameter $\sigma$ is chosen to satisfy $\sigma \geq 5 / 2$. These meshes can be called Stype meshes. For instance, the special choice of the function $\phi(s)=2 \ln (N) s$ leads to classical Shishikin mesh and the choice $\phi(s)=-\ln \left(1-2 s\left(1-N^{-1}\right)\right)$ leads to Bakhvalov-type meshes.

Let us define the conforming bilinear finite element space $V_{N}$ on our mesh. We denote $a_{s t}(.,$.$) the space discretization bilinear form and f_{s t}$ the corresponding right-hand side. In the case of classical finite element method the form $a_{s t}(.,$.$) and$ the right-hand side $f_{s t}$ are identical to former bilinear form $a(.,$.$) and former right-$ hand side $f$, but they can differ in the case of stabilization methods. Moreover, we assume that the new bilinear form is consistent, i.e., the exact solution $u$ satisfies

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}, v\right)+a_{s t}(u, v)=\left(f_{s t}, v\right), \quad \forall v \in V_{N} \tag{12}
\end{equation*}
$$

The semi-discrete problem reads: find $u_{N} \in C^{1}\left(0, T, V_{N}\right)$ satisfying

$$
\begin{align*}
\left(\frac{\partial u_{N}(t)}{\partial t}, v\right)+a_{s t}\left(u_{N}(t), v\right) & =\left(f_{s t}(t), v\right), \quad \forall v \in V_{N}, \forall t \in(0, T)  \tag{13}\\
\left(u_{N}(0), v\right) & =\left(u^{0}, v\right) . \quad \forall v \in V_{N}
\end{align*}
$$

To discretize this problem in time we assume time partition $0=t_{0}<t_{1}<\ldots<$ $t_{r}=T$ with time intervals $I_{m}=\left(t_{m-1}, t_{m}\right)$, time steps $\tau_{m}=\left|I_{m}\right|=t_{m}-t_{m-1}$ and $\tau=\max _{m=1, \ldots, r} \tau_{m}$. We denote the function values at the nodes as $v^{m}=v\left(t_{m}\right)$. To be able to use the Galerkin type of discretization we denote the space of piecewise polynomial functions

$$
\begin{equation*}
V_{N}^{\tau}=\left\{v \in L^{2}\left(0, T, V_{N}\right):\left.v\right|_{I_{m}}=\sum_{j=0}^{q} v_{j, m} t^{j}, v_{j, m} \in V_{N}\right\} . \tag{14}
\end{equation*}
$$

For the functions from such a space we need to define the values at the nodes of time partition

$$
\begin{equation*}
v_{ \pm}^{m}=v\left(t_{m} \pm\right)=\lim _{t \rightarrow t_{m} \pm} v(t) \tag{15}
\end{equation*}
$$

and the jumps

$$
\begin{equation*}
\{v\}_{m}=v_{+}^{m}-v_{-}^{m} . \tag{16}
\end{equation*}
$$

Definition 2. We say that the function $U \in V_{N}^{\tau}$ is the approximate solution to the problem (1) if

$$
\begin{align*}
\int_{I_{m}}\left(U^{\prime}, v\right)+a_{s t}(U, v) d t+\left(\{U\}_{m-1}, v_{+}^{m-1}\right) & =\int_{I_{m}}\left(f_{s t}, v\right) d t  \tag{17}\\
\forall v \in V_{N}^{\tau}, & \forall m=1, \ldots, r \\
\left(U_{-}^{0}, v\right) & =\left(u^{0}, v\right) \quad \forall v \in V_{N} .
\end{align*}
$$

## 3. Error analysis

We define energy norm

$$
\begin{equation*}
\|v\|^{2}=a_{s t}(v, v), \quad \forall v \in H^{1}(\Omega) . \tag{18}
\end{equation*}
$$

3.1. Stationary problem. In this part we want to go through some well known results for the singularly perturbed problems (for the details see [9]). Let us assume related stationary problem

$$
\begin{equation*}
a_{s t}(u, v)=\left(f_{s t}^{*}, v\right), \quad \forall v \in H_{0}^{1}(\Omega) \tag{19}
\end{equation*}
$$

with some $f_{s t}^{*} \in L^{2}(\Omega)$, and corresponding discrete finite element problem on layeradapted mesh. Let us define the Ritz projection $R: H_{0}^{1}(\Omega) \rightarrow V_{N}$ satisfying

$$
\begin{equation*}
a_{s t}(u-R u, v)=0, \quad \forall v \in V_{N} . \tag{20}
\end{equation*}
$$

We assume that on layer-adapted mesh following error estimates hold true:

$$
\begin{align*}
\|u-R u\| & \leq C g_{1}(N)  \tag{21}\\
\|u-R u\| & \leq C g_{2}(N)  \tag{22}\\
\left\|u^{\prime}-R u^{\prime}\right\| & \leq C g_{2}(N) \tag{23}
\end{align*}
$$

with $C$ independent of $\varepsilon$. In the case of classical finite element method on Shishkin mesh we obtain these results with $g_{1}(N)=N^{-1} \ln (N)$ and $g_{2}(N)=\left(N^{-1} \ln (N)\right)^{2}$. The same situation with Bakhvalov mesh leads to the estimates $g_{1}(N)=N^{-1}$ and $g_{2}(N)=N^{-2}$. Remark that the estimates in $L^{2}-$ norm are based on supercloseness
results, because it is not possible to use the Nitsche-duality trick. See [9] for more detailed informations. From this follows easily
Lemma 1. Let $u$ be the exact solution of (1). Then

$$
\begin{equation*}
\left\|R u\left(s_{1}\right)-u\left(s_{1}\right)-R u\left(s_{2}\right)+u\left(s_{2}\right)\right\| \leq C\left|s_{1}-s_{2}\right| g_{2}(N) \tag{24}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\left\|R u\left(s_{1}\right)-u\left(s_{1}\right)-R u\left(s_{2}\right)+u\left(s_{2}\right)\right\| & =\left\|\int_{s_{2}}^{s_{1}} R u^{\prime}(t)-u^{\prime}(t) d t\right\|  \tag{25}\\
& \leq\left|s_{1}-s_{2}\right| \sup _{I_{m}}\left\|R u^{\prime}-u^{\prime}\right\| \\
& \leq C\left|s_{1}-s_{2}\right| g_{2}(N)
\end{align*}
$$

3.2. Radau quadrature. Let us define Radau quadrature on each interval $I_{m}$

$$
\begin{equation*}
\int_{I_{m}} f d t \approx Q[f]=\sum_{i=0}^{q} w_{i} f\left(t_{m, i}\right) \tag{26}
\end{equation*}
$$

where $t_{m, i}$ are Radau quadrature nodes in $I_{m}$ with $t_{m, 0}=t_{m}$. Such a quadrature has algebraic order $2 q$ and the coefficients of the quadrature satisfy $0 \leq w_{i} \leq \tau_{m}$ and

$$
\begin{equation*}
\sum_{i=0}^{q} w_{i}=\tau_{m} \tag{27}
\end{equation*}
$$

Let us assume for simplicity that right-hand side $f$ (and therefore $f_{s t}$ ) of our continuous problem (1) is polynomial up to the degree $q$. Otherwise, we will need to use additionally error estimate of following type

$$
\begin{equation*}
\int_{I_{m}}(f, v) d t-Q[(f, v)] \leq \tau_{m} C \tau^{q+1} \sup _{I_{m}}\|v\|, \quad \forall v \in V_{N}^{\tau} \tag{28}
\end{equation*}
$$

which holds true for $f$ sufficiently smooth in time. Then it is possible to express our method (17) by
(29) $Q\left[\left(U^{\prime}, v\right)\right]+Q\left[a_{s t}(U, v)\right]+\left(\{U\}_{m-1}, v_{+}^{m-1}\right)=Q\left[\left(f_{s t}, v\right)\right], \quad \forall v \in V_{N}^{\tau}$.

Since the equation for continuous solution (1) is defined at every point $t \in I_{m}$, we can see that the exact solution satisfy (29) too.

### 3.3. Projections. Let us set the space

$$
\begin{equation*}
V^{\tau}=\left\{v \in L^{2}\left(0, T, H_{0}^{1}(\Omega)\right):\left.v\right|_{I_{m}}=\sum_{j=0}^{q} v_{j, m} t^{j}, v_{j, m} \in H_{0}^{1}(\Omega)\right\} \tag{30}
\end{equation*}
$$

We define time projection $P: C\left([0, T], H_{0}^{1}(\Omega)\right) \rightarrow V^{\tau}$, such that

$$
\begin{equation*}
P u(t)=\sum_{i=0}^{q} \ell_{i}(t) u\left(t_{m, i}\right) \tag{31}
\end{equation*}
$$

where $\ell_{i}$ is Lagrange interpolation basis function for the quadrature node $t_{m, i}$. Since

$$
\begin{equation*}
R P u(t)=R \sum_{i=0}^{q} \ell_{i}(t) u\left(t_{m, i}\right)=\sum_{i=0}^{q} \ell_{i}(t) R u\left(t_{m, i}\right)=P R u(t) \tag{32}
\end{equation*}
$$

we can see that projections $P$ and $R$ commute. We define the space-time projection $\pi=P R: C\left(0, T, H_{0}^{1}(\Omega)\right) \rightarrow V_{N}^{\tau}$.

Now, we present some basic approximation properties of our projections $P$ and $\pi$.

Lemma 2. Let $u$ be the exact solution of (1). Then

$$
\begin{align*}
\sup _{I_{m}}\|P u-u\| & \leq C \tau^{q+1}  \tag{33}\\
\sup _{I_{m}}\left\|P u^{\prime}-u^{\prime}\right\| & \leq C \tau^{q+1} \tag{34}
\end{align*}
$$

where the constant $C$ does not depend on $\tau$.
Proof. The proof can be made by standard arguments. It is an analogy to e.g. [3, Theorem 3.1.4] in Bochner spaces.

Lemma 3. Let $u$ be the exact solution of (1). Then

$$
\begin{equation*}
\sup _{I_{m}}\|\pi u-u\| \leq C\left(\tau^{q+1}+g_{2}(N)\right) \tag{35}
\end{equation*}
$$

where the constant $C$ does not depend on $\tau$ or $N$.
Proof. Since $\left|\ell_{i}(t)\right| \leq C$, where the constant $C$ depends only on $q$, we obtain

$$
\begin{align*}
\sup _{I_{m}}\|\pi u-u\| & \leq \sup _{I_{m}}\|P u-u\|+\sup _{I_{m}}\|P R u-P u\|  \tag{36}\\
& \leq C \tau^{q+1}+C\left\|\sum_{i=0}^{q} R u\left(t_{m, i}\right)-u\left(t_{m, i}\right)\right\| \\
& \leq C \tau^{q+1}+C(q+1) \max _{i=0, \ldots, q}\left\|R u\left(t_{m, i}\right)-u\left(t_{m, i}\right)\right\| \\
& \leq C\left(\tau^{q+1}+g_{2}(N)\right) .
\end{align*}
$$

3.4. Auxiliary result. We subtract the equation for exact solution from (29) and divide the error into projection part $\eta=\pi u-u$ and $\xi=U-\pi u \in V_{N}^{\tau}$. We obtain

$$
\begin{align*}
& \int_{I_{m}}\left(\xi^{\prime}, v\right)+a_{s t}(\xi, v) d t+\left(\{\xi\}_{m-1}, v_{+}^{m-1}\right)  \tag{37}\\
& =-Q\left[\left(\eta^{\prime}, v\right)\right]-\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right)-Q\left[a_{s t}(\eta, v)\right]
\end{align*}
$$

Since

$$
\begin{equation*}
Q\left[a_{s t}(\eta, v)\right]=\sum_{i=0}^{q} w_{i} a_{s t}\left(R u\left(t_{m, i}\right)-u\left(t_{m, i}\right), v\right)=0 \tag{38}
\end{equation*}
$$

we need to estimate the rest of the right-hand side only.
Lemma 4. Let $u$ be an exact solution of (1). Then

$$
\begin{array}{r}
Q\left[\left(\eta^{\prime}, v\right)\right]+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right) \leq \tau_{m} C\left(\tau^{q+1}+g_{2}(N)\right) \sup _{I_{m}}\|v\|,  \tag{39}\\
\forall v \in V_{N}^{\tau}
\end{array}
$$

Proof.

$$
\begin{align*}
& Q\left[\left(\eta^{\prime}, v\right)\right]+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right)  \tag{40}\\
& =\int_{I_{m}}\left((\pi u)^{\prime}, v\right) d t-Q\left[\left(u^{\prime}, v\right)\right]+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right) \\
& =\int_{I_{m}}\left(\eta^{\prime}, v\right) d t+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right)+\int_{I_{m}}\left(u^{\prime}, v\right) d t-Q\left[\left(u^{\prime}, v\right)\right]
\end{align*}
$$

We estimate first two terms and last two terms (quadrature error) individually.

$$
\begin{align*}
& \int_{I_{m}}\left(\eta^{\prime}, v\right) d t+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right)  \tag{41}\\
& =-\int_{I_{m}}\left(\eta, v^{\prime}\right)+\left(\eta_{-}^{m}, v_{-}^{m}\right)-\left(\eta_{-}^{m-1}, v_{+}^{m-1}\right)
\end{align*}
$$

We can see that $v_{-}^{m}=v_{+}^{m-1}+\int_{I_{m}} v^{\prime} d t$. Using this fact we obtain

$$
\begin{align*}
& -\int_{I_{m}}\left(\eta, v^{\prime}\right)+\left(\eta_{-}^{m}, v_{-}^{m}\right)-\left(\eta_{-}^{m-1}, v_{+}^{m-1}\right)  \tag{42}\\
= & \int_{I_{m}}\left(\eta_{-}^{m}-\eta, v^{\prime}\right) d t+\left(\eta_{-}^{m}-\eta_{-}^{m-1}, v_{+}^{m-1}\right)
\end{align*}
$$

We estimate these terms individually. The first term we can rewrite in the following way

$$
\begin{align*}
& \int_{I_{m}}\left(\eta_{-}^{m}-\eta, v^{\prime}\right) d t=\int_{I_{m}}\left(R u^{m}-u^{m}-R P u+u, v^{\prime}\right) d t  \tag{43}\\
= & \int_{I_{m}}\left(R u^{m}-u^{m}-R P u+P u, v^{\prime}\right) d t+\int_{I_{m}}\left(u-P u, v^{\prime}\right) d t
\end{align*}
$$

Since all the terms in the first integral on the right-hand side are polynomials we can apply Radau quadrature exactly and using (27), Lemma 1 and inverse inequality we get

$$
\begin{align*}
& \int_{I_{m}}\left(R u^{m}-u^{m}-R P u+P u, v^{\prime}\right) d t  \tag{44}\\
& =Q\left[\left(R u^{m}-u^{m}-R P u+P u, v^{\prime}\right)\right] \\
& \leq \tau_{m} \sup _{i}\left\|R u^{m}-u^{m}-R u\left(t_{m, i}\right)+u\left(t_{m, i}\right)\right\| \sup _{I_{m}}\left\|v^{\prime}\right\| \\
& \leq \tau_{m} C g_{2}(N) \sup _{I_{m}}\|v\|
\end{align*}
$$

We need to estimate $\int_{I_{m}}\left(u-P u, v^{\prime}\right) d t$. To do this we define interpolation operator $\hat{P}$ such that $\hat{P} u$ is a polynomial of degree $q+1$ in time which interpolates $u$ in Radau quadrature nodes $t_{m, i}$ and (in addition) $t_{m-1}$. Then we get

$$
\begin{equation*}
\int_{I_{m}}\left(\hat{P} u, v^{\prime}\right) d t=\int_{I_{m}}\left(P u, v^{\prime}\right) d t \tag{45}
\end{equation*}
$$

It is possible to show that $\sup _{I_{m}}\|u-\hat{P} u\| \leq C \tau_{m}^{q+2}$ by the same arguments as for interpolation operator $P$. Then we get with the inverse inequality on the test function $v$

$$
\begin{align*}
& \int_{I_{m}}\left(u-P u, v^{\prime}\right) d t=\int_{I_{m}}\left(u-\hat{P} u, v^{\prime}\right) d t  \tag{46}\\
& \leq \tau_{m} C \tau_{m}^{q+2} \sup _{I_{m}}\left\|v^{\prime}\right\| \leq \tau_{m} C \tau^{q+1} \sup _{I_{m}}\|v\|
\end{align*}
$$

The estimate for the second term follows directly from Lemma 1

$$
\begin{align*}
& \left(\eta_{-}^{m}-\eta_{-}^{m-1}, v_{+}^{m-1}\right)=\left(R u^{m}-u^{m}-R u^{m-1}+u^{m-1}, v_{+}^{m-1}\right)  \tag{47}\\
& \leq \tau_{m} \sup _{I_{m}}\left\|R u^{\prime}-u^{\prime}\right\| \sup _{I_{m}}\|v\| \leq \tau_{m} C g_{2}(N) \sup _{I_{m}}\|v\|
\end{align*}
$$
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Finally, we need to estimate quadrature error.

$$
\begin{align*}
\int_{I_{m}}\left(u^{\prime}, v\right) d t-Q\left[\left(u^{\prime}, v\right)\right] & =\int_{I_{m}}\left(u^{\prime}-P u^{\prime}, v\right) d t  \tag{48}\\
& \leq \tau_{m} C \tau^{q+1} \sup _{I_{m}}\|v\|
\end{align*}
$$

Remark 1. Lemma 4 can be easily generalized to any time projection that interpolates the end points of the intervals and to any space projection that commutes with the time projection. Then the result will take the following form

$$
\begin{align*}
& Q\left[\left(\eta^{\prime}, v\right)\right]+\left(\{\eta\}_{m-1}, v_{+}^{m-1}\right)  \tag{49}\\
& \leq \tau_{m} C \text { ('time error' }+ \text { 'space error') } \sup _{I_{m}}\|v\|, \quad \forall v \in V_{N}^{\tau}
\end{align*}
$$

For the estimates of supremum term we will need the following lemma.
Lemma 5. Let $\xi \in V_{N}^{\tau}$ and

$$
\begin{equation*}
\tilde{\xi}=P\left(\frac{\tau_{m} \xi(t)}{t-t_{m-1}}\right) \in V_{N}^{\tau} \tag{50}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{I_{m}}\left(\xi^{\prime}, 2 \tilde{\xi}\right) d t+\left(\xi_{+}^{m-1}, 2 \tilde{\xi}_{+}^{m-1}\right)=\left\|\xi_{-}^{m}\right\|^{2}+\frac{1}{\tau_{m}} \int_{I_{m}}\|\tilde{\xi}\|^{2} d t \tag{51}
\end{equation*}
$$

Proof. The proof can be made as a simple extension of [2, Lemma 2.1], which describes the same result for scalar polynomials and on unit time interval.
3.5. Main result. We are ready to present the main result.

Theorem 1. Let $u$ be an exact solution of (1) and $U \in V_{N}^{\tau}$ be its discrete approximation given by (17). Then

$$
\begin{equation*}
\max _{m=1, \ldots, r} \sup _{I_{m}}\|U-u\| \leq C\left(g_{2}(N)+\tau^{q+1}\right) . \tag{52}
\end{equation*}
$$

Proof. We can estimate right-hand side of (37) by Lemma 4. Then we obtain

$$
\begin{align*}
& \int_{I_{m}}\left(\xi^{\prime}, v\right)+a_{s t}(\xi, v) d t+\left(\{\xi\}_{m-1}, v_{+}^{m-1}\right)  \tag{53}\\
& \leq \tau_{m} C\left(\tau^{q+1}+g_{2}(N)\right) \sup _{I_{m}}\|v\|
\end{align*}
$$

Setting $v=2 \xi$ we get

$$
\begin{align*}
& \left\|\xi_{-}^{m}\right\|^{2}-\left\|\xi_{-}^{m-1}\right\|^{2}+\left\|\{\xi\}_{m-1}\right\|^{2}+2 \int_{I_{m}}\|\xi\|^{2} d t  \tag{54}\\
& \leq \tau_{m} C\left(\tau^{q+1}+g_{2}(N)\right) \sup _{I_{m}}\|\xi\| \\
& \leq \tau_{m} C\left(\tau^{2 q+2}+g_{2}(N)^{2}\right)+\frac{\tau_{m}}{2} \sup _{I_{m}}\|\xi\|^{2}
\end{align*}
$$

We need to deal with the last term at the right-hand side.

It is simple to see that for $\tilde{\xi}$ defined by (50) we get

$$
\begin{align*}
& \int_{I_{m}}\|\xi\|^{2} d t=\int_{I_{m}} a_{s t}(\xi, \xi) d t  \tag{55}\\
& =Q\left[a_{s t}(\xi, \xi)\right]=\sum_{i=0}^{q} w_{i} a_{s t}\left(\xi\left(t_{m, i}\right), \xi\left(t_{m, i}\right)\right) \\
& \leq \sum_{i=0}^{q} w_{i} \frac{\tau_{m}}{t_{m, i}-t_{m-1}} a_{s t}\left(\xi\left(t_{m, i}\right), \xi\left(t_{m, i}\right)\right) \\
& =Q\left[a_{s t}(\xi, \tilde{\xi})\right]=\int_{I_{m}} a_{s t}(\xi, \tilde{\xi}) d t
\end{align*}
$$

since $\tau_{m} /\left(t_{m, i}-t_{m-1}\right) \geq 1$.
Since the terms $\sup _{I_{m}}\|\xi\|^{2}, \frac{1}{\tau_{m}} \int_{I_{m}}\|\tilde{\xi}\|^{2} d t$ and $\sup _{I_{m}}\|\tilde{\xi}\|^{2}$ are equivalent, we get by setting $v=2 \tilde{\xi}$ in (53) with the aid of Lemma 5

$$
\begin{align*}
\sup _{I_{m}}\|\xi\|^{2} & \leq C \frac{1}{\tau_{m}} \int_{I_{m}}\|\tilde{\xi}\|^{2} d t  \tag{56}\\
& \leq C\left(\left\|\xi_{-}^{m}\right\|^{2}+\frac{1}{\tau_{m}} \int_{I_{m}}\|\tilde{\xi}\|^{2} d t+2 \int_{I_{m}}\|\xi\|^{2} d t\right) \\
& \leq C\left(\left(\xi_{-}^{m-1}, \tilde{\xi}_{+}^{m-1}\right)+C\left(\tau^{q+1}+g_{2}(N)\right) \sup _{I_{m}}\|\xi\|\right) \\
& \leq C\left(\left\|\xi_{-}^{m-1}\right\|^{2}+\tau^{2 q+2}+g_{2}(N)^{2}\right)+\frac{1}{2} \sup _{I_{m}}\|\xi\|^{2}
\end{align*}
$$

We can substitute this result into our error inequality (54) and we obtain

$$
\left\|\xi_{-}^{m}\right\|^{2}-\left\|\xi_{-}^{m-1}\right\|^{2} \leq \tau_{m} C\left(\tau^{2 q+2}+g_{2}(N)^{2}\right)+\tau_{m} C\left\|\xi_{-}^{m-1}\right\|^{2}
$$

Now, it is sufficient to employ the forward difference form of the discrete Gronwall lemma to obtain nodal error estimates. Estimates inside of intervals $I_{m}$ follows from nodal estimates and from (56).
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## Chapter 4

Semilinear unsteady singularly perturbed convection-diffusion problems

# A PRIORI DIFFUSION-UNIFORM ERROR ESTIMATES FOR NONLINEAR SINGULARLY PERTURBED PROBLEMS: BDF2, MIDPOINT AND TIME DG* 
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#### Abstract

This work deals with a nonlinear nonstationary semilinear singularly perturbed convectiondiffusion problem. We discretize this problem by the discontinuous Galerkin method in space and by the midpoint rule, BDF2 and quadrature variant of discontinuous Galerkin in time. We present a priori error estimates for these three schemes that are uniform with respect to the diffusion coefficient going to zero and valid even in the purely convective case.
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## 1. Introduction

The discontinuous Galerkin (DG) finite element method developed by Reed and Hill in [19] is a popular numerical method for the solution of advective and convective problems. The method uses high order piecewise polynomial approximations on a triangulation which are generally discontinuous between elements, unlike the standard conforming finite element method. The discontinuous nature of the approximation is natural for problems where discontinuities or sharp gradients and boundary layers occur in the solution, e.g. nonlinear convective problems or singular perturbations thereof.

Among the basic goals of numerical analysis is to prove a priori error estimates for the given problem and numerical method. For partial differential equations such techniques are usually based on some form of ellipticity/monotonicity in some part of the equation considered. The other terms are then dominated by this 'nice' part. In our case, for convection-diffusion problems, the convective terms are dominated by the elliptic diffusion terms, which, after the application of Gronwall's inequality leads to error estimates that blow up exponentially with respect to the diffusion parameter $\varepsilon \rightarrow 0$. Moreover this technique cannot be applied for purely convective problems, where the elliptic/monotone term is missing.

The fact that the DG scheme performs well for small or vanishing diffusion $\varepsilon$ and even for the purely convective case is well known. When applied to smooth solutions, we know from practice that the error does not blow up exponentially, but rather stays bounded with respect to $\varepsilon \rightarrow 0$. Many numerical experiments confirming this

[^1]can be found throughout the literature for various discretizations in time and varying $\varepsilon$, very small $\varepsilon$ and $\varepsilon=0$. For example, for the implicit-explicit (IMEX) variants of the backward difference formulas applied to the DG scheme, such results are contained in the papers [7,9]. In [9], the experiments are especially interesting as they are performed on general, very unusual grids, e.g. based on nonconvex quadrilaterals. For a combination of IMEX and time-DG, results are presented in the paper [22]. For explicit schemes and small $\varepsilon$, such results can be found in [8]. A comparison of small $\varepsilon$ and $\varepsilon=0$ and other similar numerical experiments, we refer to the recent book [6]. For purely convective problems, i.e. $\varepsilon=0$, namely for the Euler equations, such results are obtained e.g. in [3,11]. Other works include for example [5,13]. In the presented paper we prove these observed results theoretically.

We will follow the ideas of Zhang and Shu [24], who developed a technique for a priori analysis of explicit time stepping DG schemes for convective problems. The technique is based on a specific estimate of the convective form which leads to the following: If the error is of the order $O\left(h^{(1+d) / 2}\right)$, where $d$ is the spatial dimension of the computational domain, then we can prove the error estimate of the order $O\left(h^{p+1 / 2}\right)$, where $p$ is the spatial approximation order. A bootstrapping argument using mathematical induction is then applied to remove the $a$ priori $O\left(h^{(1+d) / 2}\right)$ assumption. The argument works for explicit schemes under the assumption $p>(1+d) / 2$.

In [16], the technique of Zhang and Shu was extended to the space semidiscretized DG and to the implicit Euler scheme. There it is proved that for implicit schemes, more information about the discrete solution is necessary to perform the bootstrapping argument. In [16], this difficulty is overcome by constructing a suitable continuation of the discrete solution with respect to time. The error analysis is then performed for the continued discrete solution, which implies error estimates for the original discrete solution. In the presented paper, we generalize these ideas to the BDF2, midpoint and quadrature version of time DG schemes. Specifically, we construct suitable continuations for these three schemes and then apply the induction argument presented in [16]. The quadrature time-DG scheme is especially interesting, since the continuation then depends on two variables, one of which is used for the induction argument, while the other represents the time variable of the original problem. In this case, the construction of the continuation is not complicated, however proving its necessary properties needed in the analysis is rather technical. Moreover, we were able to carry out the analysis only for the scheme where a quadrature formula in time is applied to the nonlinear terms. We do not view this as a limitation, since for practical computations, one must apply some form of quadrature to these terms anyway in order to evaluate them.

The structure of the paper is as follows. In Sections 2 and 3, we introduce the continuous problem, its spatial discretization by the DG method and the three considered time discretizations. In Section 4 we review the basic tools for our analysis, such as the basic estimate of the convective terms. Sections 5 and 6 deal with the analysis of the BDF2 and midpoint rules. We prove $O\left(h^{p+1 / 2}+\varepsilon h^{p}+\tau^{2}\right)$ error estimates in the $L^{\infty}\left(L^{2}\right)$-norm with the constant in the estimate independent of $\varepsilon, h$ and $\tau$. The estimates are derived under the $\tau=O(h)$ and $p>1+d / 2$ conditions. For $\varepsilon=0$, we obtain the weaker condition $p>(1+d) / 2$ and the estimate of order $O\left(h^{p+1 / 2}+\tau^{2}\right)$.

Finally, Section 7 deals with the quadrature variant of the time-DG scheme. Under the same assumptions as for the BDF2 and midpoint schemes, we prove estimates of the order $O\left(h^{p+1 / 2}+\varepsilon h^{p}+\tau^{q+1}\right)$, where $q$ is the approximation order in time.

## 2. CONTINUOUS PROBLEM

Let $\Omega \subset \mathbb{R}^{d}$ be a bounded polyhedral domain and $T>0$. We set $Q_{T}=\Omega \times(0, T)$. Let us consider the following problem: Find $u: Q_{T} \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
& \frac{\partial u}{\partial t}+\nabla \cdot f(u)-\varepsilon \Delta u=g \quad \text { in } Q_{T}  \tag{2.1}\\
& \left.u\right|_{\partial \Omega \times(0, T)}=0, \\
& u(x, 0)=u^{0}(x), \quad x \in \Omega
\end{align*}
$$

Here $f=\left(f_{1}, \ldots, f_{d}\right), f_{s} \in C^{2}(\mathbb{R}) \cap W^{2, \infty}(\Omega), f_{s}(0)=0, s=1, \ldots, d$ represents convective terms, $\varepsilon \geq 0$, $g \in C\left([0, T] ; L^{2}(\Omega)\right)$ and $u^{0} \in L^{2}(\Omega)$ is an initial condition. We assume that the weak solution of (2.1) is sufficiently regular and we will specify the exact assumptions on the smoothness of the weak solution for each time discretization method individually.

We note that in [16], mixed Dirichlet-Neumann boundary conditions are treated along with only locally Lipschitz nonlinearities $f_{s} \in C^{2}(\mathbb{R})$. This is also possible in our context, however we stay in the simpler setting to avoid too many technicalities.

To simplify the notation, we use $(\cdot, \cdot)$ to denote the $L^{2}$ scalar product and $\|\cdot\|$ for the $L^{2}$ norm. To further simplify notation, we shall drop the argument $\Omega$ in Sobolev norms, e.g. $\|\cdot\|_{H^{p+1}}$ denotes the $H^{p+1}(\Omega)$-norm. We will also denote the Bochner norms over the whole interval $(0, T)$ in concise form, e.g. $\|u\|_{L^{\infty}\left(H^{p+1}\right)}$ denotes the $L^{\infty}\left(0, T ; H^{p+1}(\Omega)\right)$-norm.

## 3. Discrete problem

### 3.1. Space discretization

Let $\left\{\mathcal{T}_{h}\right\}_{h \in\left(0, h_{0}\right)}$ be a system of partitions of $\bar{\Omega}$ into a finite number of closed $d$-dimensional simplices $K$ with mutually disjoint interiors. Let $\mathcal{F}_{h}$ the system of all faces (edges in 2D) of $\mathcal{T}_{h}$ and let $\mathcal{F}_{h}^{I}$ be the set of interior edges and $\mathcal{F}_{h}^{B}$ the set of boundary edges. For each $\Gamma \in \mathcal{F}_{h}$ we fix a unit normal $\mathbf{n}_{\Gamma}$, which for $\Gamma \in \mathcal{F}_{h}^{B}$ has the same orientation as the outer normal to $\Omega$. For each $\Gamma \in \mathcal{F}_{h}^{I}$ there exist two neighbours $K_{\Gamma}^{(L)}, K_{\Gamma}^{(R)} \in \mathcal{T}_{h}$ such that $\mathbf{n}_{\Gamma}$ is the outer normal to $K_{\Gamma}^{(L)}$. For $v$ piecewise defined on $\mathcal{T}_{h}$ and $\Gamma \in \mathcal{F}_{h}^{I}$ we introduce $\left.v\right|_{\Gamma} ^{(L)}$ as the trace of $\left.v\right|_{K_{\Gamma}^{(L)}}$ on $\Gamma,\left.v\right|_{\Gamma} ^{(R)}$ as the trace of $\left.v\right|_{K_{\Gamma}^{(R)}}$ on $\Gamma,\langle v\rangle_{\Gamma}=\frac{1}{2}\left(\left.v\right|_{\Gamma} ^{(L)}+\left.v\right|_{\Gamma} ^{(R)}\right)$ and $[v]_{\Gamma}=\left.v\right|_{\Gamma} ^{(L)}-\left.v\right|_{\Gamma} ^{(R)}$. On $\partial \Omega$, we define $\left.v\right|_{\Gamma} ^{(L)}$ as the trace of $\left.v\right|_{K_{\Gamma}^{(L)}}$, i.e. on the element adjacent to $\Gamma$ and $\left.v\right|_{\Gamma} ^{(R)}=0$ corresponds to the homogeneous Dirichlet boundary conditions. If $[\cdot]_{\Gamma},\langle\cdot\rangle_{\Gamma},\left.v\right|_{\Gamma} ^{(L)},\left.v\right|_{\Gamma} ^{(R)}$ appear in an integral over $\Gamma \in \mathcal{F}_{h}$, we omit the subscript $\Gamma$. Let

$$
S_{h}=\left\{w ;\left.w\right|_{K} \in P_{p}(K), \forall K \in \mathcal{T}_{h}\right\}
$$

denote the space of discontinuous piecewise polynomial functions of degree $p$ on each $K \in \mathcal{T}_{h}$. We say that the function $u_{h} \in C^{1}\left(0, T ; S_{h}\right)$ is the semi-discrete approximate solution of (2.1) if it satisfies the equation

$$
\left(\frac{\partial u_{h}}{\partial t}(t), w\right)+\varepsilon A_{h}\left(u_{h}(t), w\right)+b_{h}\left(u_{h}(t), w\right)=\ell_{h}(w)(t) \quad \forall w \in S_{h}, \forall t \in[0, T]
$$

and $\left(u_{h}(0), w\right)=\left(u^{0}, w\right) \forall w \in S_{h}$. Here the following forms are used: The convective form

$$
b_{h}(v, \varphi)=-\sum_{K \in \mathcal{T}_{h}} \int_{K} f(v) \cdot \nabla \varphi \mathrm{d} x+\int_{\mathcal{F}_{h}^{I}} H\left(v^{(L)}, v^{(R)}, \mathbf{n}\right)[\varphi] \mathrm{d} S+\int_{\mathcal{F}_{h}^{B}} H\left(v^{(L)}, v^{(R)}, \mathbf{n}\right) \varphi^{(L)} \mathrm{d} S
$$

the diffusion terms are defined as

$$
A_{h}(v, \varphi)=a_{h}(v, \varphi)+J_{h}(v, \varphi)
$$

where the bilinear diffusion form corresponding to the symmetric interior penalty Galerkin (SIPG) is

$$
a_{h}(v, \varphi)=\sum_{K \in \mathcal{T}_{h}} \int_{K} \nabla v \cdot \varphi \mathrm{~d} x-\int_{\mathcal{F}_{h}^{I}}\langle\nabla v\rangle \cdot \mathbf{n}[\varphi] \mathrm{d} S-\int_{\mathcal{F}_{h}^{I}}\langle\nabla \varphi\rangle \cdot \mathbf{n}[v] \mathrm{d} S-\int_{\mathcal{F}_{h}^{B}} \nabla v \cdot \mathbf{n} \varphi \mathrm{~d} S-\int_{\mathcal{F}_{h}^{B}} \nabla \varphi \cdot \mathbf{n} v \mathrm{~d} S
$$

and the interior and boundary penalty jump terms are defined by

$$
J_{h}(v, \varphi)=\int_{\mathcal{F}_{h}^{I}} \sigma[v][\varphi] \mathrm{d} S+\int_{\mathcal{F}_{h}^{B}} \sigma v \varphi \mathrm{~d} S
$$

Here the parameter $\sigma$ is constant on every edge and defined by $\left.\sigma\right|_{\Gamma}=C_{W} /|\Gamma|$ for all $\Gamma \in \mathcal{F}_{h}$, where $C_{W}>0$ is a constant, which must be chosen large enough to ensure coercivity of the form $A_{h}(c f . e . g .[10])$.

Finally, we have the right-hand side form:

$$
l_{h}(\varphi)(t)=\int_{\Omega} g(t) \varphi \mathrm{d} x
$$

As stated earlier, this is the case of homogeneous Dirichlet boundary conditions, for general mixed DirichletNeumann conditions $A_{h}$ has a more complicated form ( $c f$. [16]), which we do not consider for simplicity.

We assume the numerical fluxes $H$ in the convective form $b_{h}$ to be Lipschitz continuous, conservative and consistent. Moreover, we assume that the numerical fluxes are E-fluxes:

$$
(H(v, w, n)-f(q) \cdot n)(v-w) \geq 0, \quad \forall v, w \in \mathbb{R}, \forall q \text { between } v \text { and } w
$$

where $n \in \mathbb{R}^{d}$ is an unit vector, cf. e.g. $[2,18]$ for details.
We find that a sufficiently regular weak solution of (2.1) satisfies the identity

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}(t), w\right)+\varepsilon A_{h}(u(t), w)+b_{h}(u(t), w)=\ell_{h}(w)(t) \tag{3.1}
\end{equation*}
$$

for all $w \in S_{h}$ and all $t \in(0, T)$.
Throughout this paper, we assume the mesh system $\left\{\mathcal{T}_{h}\right\}_{h \in\left(0, h_{0}\right)}$ to be shape regular, satisfying the inverse assumption [4].

### 3.2. Time discretization

For simplicity we assume a uniform time partition $t_{m}=m \tau, m=0, \ldots, r$ with time intervals $I_{m}=\left(t_{m-1}, t_{m}\right)$ and with the time step $\tau=T / r=\left|I_{m}\right|$. To simplify the notation, we set $v^{m}=v\left(t_{m}\right)$.

### 3.2.1. BDF2

Definition 3.1. The set of functions $U^{m} \in S_{h}, m=0, \ldots, r$ is an approximate solution of problem (2.1) obtained by the BDF2-DG scheme if for all $w \in S_{h}$

$$
\begin{equation*}
\left(\frac{3}{2} U^{m}-2 U^{m-1}+\frac{1}{2} U^{m-2}, w\right)+\tau \varepsilon A_{h}\left(U^{m}, w\right)+\tau b_{h}\left(U^{m}, w\right)=\tau \ell_{h}(w)\left(t_{m}\right) \tag{3.2}
\end{equation*}
$$

for $m \geq 2$. For $m=1$ we define $U^{1}$ by

$$
\begin{equation*}
\left(U^{1}-U^{0}, w\right)+\tau \varepsilon A_{h}\left(U^{1}, w\right)+\tau b_{h}\left(U^{1}, w\right)=\tau \ell_{h}(w)\left(t_{m}\right), \quad \forall w \in S_{h} \tag{3.3}
\end{equation*}
$$

The initial condition $U^{0} \in S_{h}$ is the $L^{2}(\Omega)$-projection of $u^{0}$ onto $S_{h}$, i.e.

$$
\begin{equation*}
\left(U^{0}, w\right)=\left(u^{0}, w\right), \quad \forall w \in S_{h} \tag{3.4}
\end{equation*}
$$

Remark 3.2. Since the BDF2 is a 2-step method, we need to specify two initial values $U^{0}$ and $U^{1}$ to start the method. The value $U^{0}$ can be obtained by $L^{2}$ projection of initial condition $u^{0}$ and $U^{1}$ can be obtained by one step of the implicit Euler method. In this case the resulting scheme does not lose its second order of accuracy in time.

### 3.2.2. Midpoint rule

Definition 3.3. The set of functions $U^{m} \in S_{h}, m=0, \ldots, r$ is an approximate solution of problem (2.1) obtained by the midpoint-DG scheme if

$$
\begin{equation*}
\left(U^{m}-U^{m-1}, w\right)+\frac{\tau \varepsilon}{2} A_{h}\left(U^{m}+U^{m-1}, w\right)+\tau b_{h}\left(\frac{U^{m}+U^{m-1}}{2}, w\right)=\tau \ell_{h}(w)\left(t_{m-1}+\tau / 2\right), \quad \forall w \in S_{h} \tag{3.5}
\end{equation*}
$$

where $U^{0}$ is the initial condition obtained by (3.4).

### 3.2.3. Discontinuous Galerkin method in time

We define the space

$$
S_{h}^{\tau}=\left\{v \in L^{2}\left(0, T ; S_{h}\right):\left.v\right|_{I_{m}}=\sum_{j=0}^{q} v_{j}^{(m)} t^{j}, v_{j}^{(m)} \in S_{h}, m=1, \ldots, r\right\},
$$

which represents the space of piecewise polynomials up to degree $p$ in space and up to degree $q$ in time. For the functions from such a space we need to define one-sided values at nodes of the time partition:

$$
v_{ \pm}^{m}=v\left(t_{m} \pm\right)=\lim _{t \rightarrow t_{m} \pm} v(t)
$$

and the jumps

$$
\{v\}_{m}=v_{+}^{m}-v_{-}^{m} .
$$

Definition 3.4. The function $U \in S_{h}^{\tau}$ is an approximate solution of problem (2.1) obtained by the space-time discontinuous Galerkin scheme if for all $w \in S_{h}^{\tau}$,

$$
\int_{I_{m}}\left(U^{\prime}, w\right)+\varepsilon A_{h}(U, w)+b_{h}(U, w) \mathrm{d} t+\left(\{U\}_{m-1}, w_{+}^{m-1}\right)=\int_{I_{m}} \ell_{h}(w)(t) \mathrm{d} t,
$$

for all $m=1, \ldots, r$. Here $U_{-}^{0}:=U^{0}$ is the initial condition obtained by (3.4).
Let us define the Radau quadrature on each interval $I_{m}$ :

$$
\int_{I_{m}} \Phi(t) \mathrm{d} t \approx Q_{\tau}^{m}[\Phi]:=\tau \sum_{i=0}^{q} \omega_{i} \Phi\left(t_{m-1}+\tau \psi_{i}\right),
$$

where $\psi_{i}$ are Radau quadrature nodes in $[0,1]$ with $\psi_{q}=1$. Such a quadrature has algebraic order $2 q$ and the quadrature weights are positive and satisfy

$$
\sum_{i=0}^{q} \omega_{i}=1 .
$$

When we apply Radau quadrature to the integrals in Definition 3.4 we obtain the quadrature version of the time-DG scheme.

Definition 3.5. The function $U \in S_{h}^{\tau}$ is an approximate solution of problem (2.1) obtained by the quadrature time discontinuous Galerkin (QT-DG) scheme if for all $w \in S_{h}^{\tau}$

$$
\begin{equation*}
\int_{I_{m}}\left(U^{\prime}, w\right)+\varepsilon A_{h}(U, w) \mathrm{d} t+Q_{\tau}^{m}\left[b_{h}(U, w)\right]+\left(\{U\}_{m-1}, w_{+}^{m-1}\right)=Q_{\tau}^{m}\left[\ell_{h}(w)(t)\right], \tag{3.6}
\end{equation*}
$$

for all $m=1, \ldots, r$. Here $U_{-}^{0}:=U^{0}$, the initial condition obtained by (3.4).
Remark 3.6. We note that the first integral in (3.6) does not need to be approximated by quadrature. Due to the linearity of the terms $\left(U^{\prime}, w\right)$ and $A_{h}(U, w)$ w.r.t. both arguments, these terms are a polynomial of degree at most $2 q$ on each $I_{m}$ and can therefore be integrated exactly by Radau quadrature. However, due to the nonlinearity of the convective fluxes $f_{s}$, the term $b_{h}(U, w)$ cannot be, in general, integrated analytically w.r.t. time and quadrature must be applied in practice. The same holds for the right-hand side form $l_{h}(w)(t)$ containing the general function $g$.

Remark 3.7. The numerical solution $U$ from Definition 3.4 or 3.5 is constructed on each $I_{m}$ independently, inductively for $m=1, \ldots, r$, with only $U_{-}^{m-1}$ coming from the previous time interval $I_{m-1}$ or the initial condition $U^{0}$.

## 4. Auxiliary results

We denote the energy norm $\|w\|^{2}:=A_{h}(w, w)$ for all $w \in S_{h}$. Note that the inverse inequality takes the following form $\|w\| \leq C h^{-1}\|w\|$ for $w \in S_{h}$. Let $\Pi$ be the $L^{2}(\Omega)$-orthogonal projection on $S_{h}$.

Throughout this work we denote by $C$ a generic constant independent of $h, \tau, t$ and the diffusion coefficient $\varepsilon$.
Lemma 4.1. Let $u \in W^{1, \infty}\left(H^{p+1}\right)$. Then

$$
\begin{align*}
\|\Pi u(t)-u(t)\| & \leq C h^{p+1}|u(t)|_{H^{p+1}},  \tag{4.1}\\
\left\|\Pi u^{\prime}(t)-u^{\prime}(t)\right\| & \leq C h^{p+1}\left|u^{\prime}(t)\right|_{H^{p+1}},  \tag{4.2}\\
\left((\Pi u-u)\left(s_{1}\right)-(\Pi u-u)\left(s_{2}\right), w\right) & \leq C\left|s_{1}-s_{2}\right| h^{p+1}\|u\|_{W^{1, \infty}\left(H^{p+1}\right)}\|w\|, \tag{4.3}
\end{align*}
$$

for all $w \in S_{h}$ and $s_{1}, s_{2}, t \in[0, T]$.
Proof. Estimates (4.1) and (4.2) are a standard estimate for the $L^{2}(\Omega)$-projection approximation. Estimate (4.3) can be found e.g. in [9].

We summarize the properties of the forms $A_{h}$ and $b_{h}$.
Lemma 4.2. Let $u \in H^{p+1}(\Omega)$. Then

$$
\begin{align*}
A_{h}(v, w) & \leq C\|v\|\|w\|, \quad \forall v, w \in S_{h},  \tag{4.4}\\
A_{h}(\Pi u-u, w) & \leq C h^{p}\|w\|, \quad \forall w \in S_{h} \tag{4.5}
\end{align*}
$$

Proof. The proof of (4.4) and (4.5) can be done in a similar way as in ([8], Lem. 9).
Lemma 4.3. Let $u \in H^{p+1}(\Omega) \cap W^{1, \infty}(\Omega)$. Then

$$
\begin{align*}
b_{h}(v, w)-b_{h}(\bar{v}, w) & \leq C\|v-\bar{v}\|\|w\|, \quad \forall v, \bar{v}, w \in S_{h},  \tag{4.6}\\
b_{h}(v, v-\Pi u)-b_{h}(u, v-\Pi u) & \leq C\left(1+\frac{\|v-u\|_{\infty}^{2}}{h^{2}}\right)\left(h^{2 p+1}+\|v-\Pi u\|^{2}\right), \quad \forall v \in S_{h} . \tag{4.7}
\end{align*}
$$

Proof. The proof of (4.6) can be found in [8]. The proof of (4.7) is essentially the same as that of ([16], Lem. 5.1), however there the statement and proof are written for the specific choice $v:=u_{h}, \xi:=u_{h}-\Pi u$.

In the following analyses, it will be important to eliminate the unpleasant term $\|e(t)\|_{\infty}^{2} / h^{2}$ in (4.7), where $e=u_{h}-u$. This is possible if we know a priori that $\|e(t)\|_{\infty}=O(h)$. Since we are concerned in $L^{2}(\Omega)$-estimates, we want to reformulate this in terms of the $L^{2}(\Omega)$-norm. The following result is proven in [16], we include the proof here for convenience:

Lemma 4.4. Let $p \geq d / 2$ and $u$ satisfy the regularity assumptions (5.1). Then

$$
\|e(t)\| \leq h^{1+d / 2} \quad \Longrightarrow \quad\|e(t)\|_{\infty} \leq C h,
$$

where $C$ is independent of $h, \varepsilon, t$.
Proof. We write the error as $e(t)=\eta(t)+\xi(t)$, where $\eta=\Pi u-u$ and $\xi=u_{h}-\Pi u \in S_{h}$. Due to standard approximation properties of $\Pi$ and the inverse inequality between the $L^{\infty}$ and $L^{2}$-norms, we have

$$
\begin{aligned}
\|e(t)\|_{\infty} & \leq\|\eta(t)\|_{\infty}+\|\xi(t)\|_{\infty} \leq C h|u(t)|_{W^{1, \infty}}+C h^{-d / 2}\|\xi(t)\| \\
& \leq C h+C h^{-d / 2}\|e(t)\|+C h^{-d / 2}\|\eta(t)\| \leq C h+C h^{p+1-d / 2}|u(t)|_{H^{p+1}} \leq C h .
\end{aligned}
$$

## 5. Error estimates for BDF2

We want to estimate the error $e_{h}^{m}=U^{m}-u^{m}$, where the values of $U^{m}$ are obtained by the BDF2-DG method. To do so, we construct a suitable continuation $U(t)$ (i.e. continuous function with respect to time) such that $U\left(t_{m}\right)=U^{m}$. Then we can also generalize the error as $e_{h}=U-u$. Our aim is to investigate the generalized error at arbitrary time $t \in(0, T)$ and prove a suitable a priori error bound. Then the error bound for the BDF2-DG method is a trivial consequence of the more general error estimate. For the purpose of analysis of the BDF2-DG scheme we assume following regularity

$$
\begin{equation*}
u \in W^{1, \infty}\left(H^{p+1}\right) \cap L^{\infty}\left(W^{1, \infty}\right) \cap W^{3, \infty}\left(L^{2}\right) \tag{5.1}
\end{equation*}
$$

Definition 5.1. We define the continued approximate solution $U:[0, T] \rightarrow S_{h}$ of problem (2.1) obtained by the BDF2-DG scheme in the following way: Let $m \geq 2$ and $s \in[0, \tau]$, we seek $U\left(t_{m-1}+s\right) \in S_{h}$ such that

$$
\begin{align*}
\left(\frac{\tau+2 s}{\tau+s} U\left(t_{m-1}+s\right)\right. & \left.-\frac{\tau+s}{\tau} U^{m-1}+\frac{s^{2}}{\tau^{2}+\tau s} U^{m-2}, w\right)+s \varepsilon A_{h}\left(U\left(t_{m-1}+s\right), w\right)+s b_{h}\left(U\left(t_{m-1}+s\right), w\right) \\
& =s \ell_{h}(w)\left(t_{m-1}+s\right), \quad \forall w \in S_{h} \tag{5.2}
\end{align*}
$$

This defines $U$ on $I_{m}$ for $m \geq 2$. For $m=1$ we define $U$ on $I_{1}$ by seeking $U(s) \in S_{h}$ such that

$$
\begin{equation*}
\left(U(s)-U^{0}, w\right)+s \varepsilon A_{h}(U(s), w)+s b_{h}(U(s), w)=s \ell(w)(s), \quad \forall w \in S_{h} \tag{5.3}
\end{equation*}
$$

Remark 5.2. Equation (5.3) was already used for general $m$ in [16] to define the continuation of the implicit Euler scheme. It represents the implicit Euler method with a variable time step $s$. By taking $s=0$, we get $U(0)=U^{0}$, while setting $s=\tau$, we get $U(\tau)=U\left(t_{1}\right)=U^{1}$ and it can be proven that between these two values, $U(\cdot)$ changes continuously.

The motivation for (5.2) is similar. This equation is in fact the backward difference formula with variable time step, $c f$. [14]. Setting $s=0$, we get $U\left(t_{m-1}\right)=U^{m-1}$, while setting $s=\tau$, we recover the original BDF2-DG scheme (3.2), hence $U\left(t_{m}\right)=U^{m}$. Similarly as in [16], we shall prove that between the $s=0$ and $s=\tau, U(\cdot)$ changes continuously.
Lemma 5.3. There exist constants $C_{1}, C_{2}>0$ independent of $h, \tau, t, \varepsilon$, such that the following holds. Let $h \in\left(0, h_{0}\right)$ and $\tau \in\left[0, \tau_{0}\right)$, where $\tau_{0}=\max \left\{C_{1} \varepsilon, C_{2} h\right\}$. Then $U$, the continued solution from Definition 5.1 exists, is uniquely determined, $\|U(t)\|$ is uniformly bounded with respect to $t \in[0, T], U\left(t_{m}\right)=U^{m}$ for all $m=0, \ldots, r$ and $\|U(t)\|$ depends continuously on $t$.
Proof. For $m=1$, it is already proven in [16] that the resulting solution $U$ is continuous on $I_{1}$ and $U(0)=$ $U^{0}, U\left(t_{1}\right)=U(\tau)=U^{1}$. Therefore it is sufficient to consider the case $m \geq 2$.
(i) Existence: Let $m \geq 2$ and $s \in[0, \tau]$, we consider $U$ on $I_{m}$. We denote the left- and right-hand sides from (5.2):

$$
\begin{aligned}
B_{s}(v, w) & =\frac{\tau+2 s}{\tau+s}(v, w)+s \varepsilon A_{h}(v, w)+s b_{h}(v, w) \\
L_{s}^{m}(w) & =\left(\frac{\tau+s}{\tau} U^{m-1}-\frac{s^{2}}{\tau^{2}+\tau s} U^{m-2}, w\right)+s \ell_{h}(w)\left(t_{m-1}+s\right)
\end{aligned}
$$

We will show that $B_{s}$ is strictly monotone and Lipschitz continuous on $S_{h}$ equipped with the $L^{2}(\Omega)$-scalar product. Existence and uniqueness then follows from the nonlinear Lax-Milgram lemma, cf. [23].

Monotonicity: using the ellipticity of $A_{h}$, the boundedness of $b_{h}$ and the inverse inequality, we get

$$
\begin{aligned}
B_{s}(v, v-w)-B_{s}(w, v-w) & \geq \frac{\tau+2 s}{\tau+s}\|v-w\|^{2}+s \varepsilon\|v-w\|^{2}-C s\|v-w\|\|v-w\| \\
& \geq\left(1-\frac{C s}{h}\right)\|v-w\|^{2}=M\|v-w\|^{2}, \quad \forall v, w \in S_{h}
\end{aligned}
$$

for $s, \tau$ sufficiently small with respect to $h$.

On the other hand, we may estimate using Young's inequality:

$$
\begin{align*}
B_{s}(v, v-w)-B_{s}(w, v-w) & \geq \frac{\tau+2 s}{\tau+s}\|v-w\|^{2}+s \varepsilon\|v-w\|^{2}-C s\|v-w\|\|v-w\| \\
& \geq\|v-w\|^{2}+s \varepsilon\|v-w\|^{2}-s \varepsilon\|v-w\|^{2}-\frac{C^{2} s}{4 \varepsilon}\|v-w\|^{2} \\
& \geq\left(1-\frac{C^{2} s}{4 \varepsilon}\right)\|v-w\|^{2}=M\|v-w\|^{2}, \quad \forall v, w \in S_{h} \tag{5.4}
\end{align*}
$$

in this case we get the condition $s, \tau$ sufficiently small with respect to $\varepsilon$.
Lipschitz continuity: We shall show that $B_{s}$ is Lipschitz continuous:

$$
\begin{aligned}
B_{s}(v, w)-B_{s}(\bar{v}, w) & \leq \frac{3}{2}\|v-\bar{v}\|\|w\|+C s \varepsilon\|v-\bar{v}\|\|w\|+C s\|v-\bar{v}\|\|w\| \\
& \leq\left(\frac{3}{2}+\frac{C s \varepsilon}{h^{2}}+\frac{C s}{h}\right)\|v-\bar{v}\|\|w\|=L\|v-\bar{v}\|\|w\|
\end{aligned}
$$

Since the right-hand side $L_{s}^{m}$ is a linear functional on the finite-dimensional space $S_{h}$, it is also bounded and by the nonlinear Lax-Milgram lemma we obtain the existence and uniqueness of the continued discrete solution and classical discrete solution, respectively. Finally, we obtain the uniform boundedness of $\|U(t)\|$ w.r.t. $t \in I_{m}$, since the nonlinear Lax-Milgram lemma gives us $\|U(t)\| \leq C\left\|L_{s}^{m}\right\|_{\mathcal{L}\left(L^{2}(\Omega), \mathbb{R}\right)}$, which can be bounded independent of $s$ similarly as in [16].

Since we have existence and uniqueness, we see that $U\left(t_{m}\right)=U^{m}$ by setting $s=\tau$ in (5.2).
(ii) Continuity: Now we show that the continued discrete solution is continuous with respect to time. Let $m>1$ and $t, \bar{t} \in\left(t_{m-1}, t_{m}\right]$ and $s=t-t_{m-1}, \bar{s}=\bar{t}-t_{m-1}$. Then by monotonicity,

$$
\begin{align*}
& M\|U(t)-U(\bar{t})\|^{2} \leq B_{t}\left(U(t), U(t)-U(\bar{t})-B_{t}(U(\bar{t}), U(t)-U(\bar{t}))\right. \\
& \quad=L_{t}^{m}(U(t)-U(\bar{t}))-L_{\bar{t}}^{m}(U(t)-U(\bar{t}))+B_{\bar{t}}(U(\bar{t}), U(t)-U(\bar{t}))-B_{t}(U(\bar{t}), U(t)-U(\bar{t})) \tag{5.5}
\end{align*}
$$

We estimate the $B$ and $L$ terms individually.

$$
\begin{align*}
\mid B_{\bar{t}}(U(\bar{t}), & U(t)-U(\bar{t}))-B_{t}(U(\bar{t}), U(t)-U(\bar{t})) \mid \\
& \leq\left|\frac{\tau+2 \bar{s}}{\tau+\bar{s}}-\frac{\tau+2 s}{\tau+s}\right|\|U(\bar{t})\|\|U(t)-U(\bar{t})\|+|\bar{s}-s| \varepsilon A_{h}(U(\bar{t}), U(t)-U(\bar{t}))+|\bar{s}-s| b_{h}(U(\bar{t}), U(t)-U(\bar{t})) \\
& \leq|\bar{s}-s|\left(\tau+\frac{C \varepsilon}{h^{2}}++\frac{C}{h}\right)\|U(\bar{t})\|\|U(t)-U(\bar{t})\| \tag{5.6}
\end{align*}
$$

Similarly we get

$$
\begin{align*}
& \left|L_{t}^{m}(U(t)-U(\bar{t}))-L_{\bar{t}}^{m}(U(t)-U(\bar{t}))\right| \leq\left(\left|\frac{\tau+\bar{s}}{\tau}-\frac{\tau+s}{\tau}\right|\left\|U^{m-1}\right\|+\left|\frac{\bar{s}^{2}}{\tau^{2}+\tau \bar{s}}-\frac{s^{2}}{\tau^{2}+\tau s}\right|\left\|U^{m-2}\right\|\right)\|U(t)-U(\bar{t})\| \\
& \quad+\left|s \ell_{h}(U(t)-U(\bar{t}))(t)-\bar{s} \ell_{h}(U(t)-U(\bar{t}))(\bar{t})\right| \\
& \leq|\bar{s}-s|\left(\tau^{-1}\left\|U^{m-1}\right\|+3 \tau^{-1}\left\|U^{m-2}\right\|\right)\|U(t)-U(\bar{t})\|+\left|s \ell_{h}(U(t)-U(\bar{t}))(t)-\bar{s} \ell_{h}(U(t)-U(\bar{t}))(\bar{t})\right| \tag{5.7}
\end{align*}
$$

Assuming $|\bar{s}-s|=|\bar{t}-t| \rightarrow 0$, we get the limit for the terms on the last row

$$
\left|s \ell_{h}(U(t)-U(\bar{t}))(t)-\bar{s} \ell_{h}(U(t)-U(\bar{t}))(\bar{t})\right| \leq \underbrace{|s-\bar{s}|}_{\rightarrow 0} \underbrace{\left|\ell_{h}(U(t)-U(\bar{t}))(t)\right|}_{\text {bounded }}+\bar{s}|(\underbrace{g(t)-g(\bar{t})}_{\rightarrow 0}, \underbrace{U(t)-U(\bar{t})}_{\text {bounded }})| \rightarrow 0
$$

since $\|U(t)\|,\|U(\bar{t})\|$ are uniformly bounded with respect to $t, \bar{t} \in\left(t_{m-1}, t_{m}\right]$.
From now it is possible to see that the terms in (5.6) and (5.7) tend to zero as $|t-\bar{t}|$ tends to zero. Together with (5.5) we get

$$
\|U(t)-U(\bar{t})\| \rightarrow 0 \text { as }|\bar{s}-s|=|\bar{t}-t| \rightarrow 0
$$

Now, we prove the continuity at $t_{m-1}$, i.e. $U\left(t_{m-1}+s\right) \rightarrow U^{m-1}$ as $s$ tends to $0+$. Since $\frac{\tau+2 s}{\tau+s} \rightarrow 1, \frac{\tau+s}{\tau} \rightarrow 1$, $\frac{s^{2}}{\tau^{2}+\tau s} \rightarrow 0$ and the terms $A_{h}\left(U\left(t_{m-1}+s\right), w\right), b_{h}\left(U\left(t_{m-1}+s\right), w\right)$ and $\ell_{h}(w)$ are bounded, we get from (5.2)

$$
\begin{aligned}
& \underbrace{\frac{\tau+2 s}{\tau+s}\left(U\left(t_{m-1}+s\right), w\right)}_{\rightarrow\left(U\left(t_{m-1}+s\right), w\right)}-\underbrace{\frac{\tau+s}{\tau}\left(U^{m-1}, w\right)}_{\rightarrow\left(U^{m-1}, w\right)}+\underbrace{\frac{s^{2}}{\tau^{2}+\tau s}\left(U^{m-2}, w\right)}_{\rightarrow 0} \\
& +\underbrace{s \varepsilon A_{h}\left(U\left(t_{m-1}+s\right), w\right)+s b_{h}\left(U\left(t_{m-1}+s\right), w\right)}_{\rightarrow 0}=\underbrace{s \ell_{h}(w)\left(t_{m-1}+s\right)}_{\rightarrow 0},
\end{aligned}
$$

i.e. continuity at $t_{m-1}$.

It remains to prove continuity of $U(\cdot)$ on $I_{1}$. In the case of computing initial condition by (3.3), we can continuate the solution on $I_{1}=[0, \tau]$ by

$$
\left(U(s)-U^{0}, w\right)+s \varepsilon A_{h}(U(s), w)+s b_{h}(U(s), w)=s \ell(w)(s)
$$

It is already proved in [16] that such a continuation is continuous on $[0, \tau]$.
Due to the regularity assumptions (5.1) the exact solution $u \in C\left([0, T] ; L^{2}(\Omega)\right)$ and therefore uniformly continuous on the closed interval $[0, T]$. Therefore, by Lemma 5.3, the error $e_{h}=U(t)-u(t)$ is also uniformly continuous. We divide the error $e_{h}=\xi+\eta$, where $\xi=U-\Pi u$ and $\eta=\Pi u-u$.

Lemma 5.4. Let $u$ satisfy regularity assumptions (5.1). Let $s \in(0, \tau]$. Then

$$
\begin{align*}
\left(\frac{\tau+2 s}{\tau+s} u\left(t_{m-1}+s\right)-\frac{\tau+s}{\tau} u^{m-1}+\frac{s^{2}}{\tau^{2}+\tau s} u^{m-2}-s u^{\prime}\left(t_{m-1}+s\right), w\right) & \leq C s \tau^{2}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\|  \tag{5.8}\\
\left(u(s)-u^{0}-s u^{\prime}(s), w\right) & \leq C s \tau\|u\|_{W^{2, \infty}\left(L^{2}\right)}\|w\|  \tag{5.9}\\
\left(\frac{\tau+2 s}{\tau+s} \eta\left(t_{m-1}+s\right)-\frac{\tau+s}{\tau} \eta^{m-1}+\frac{s^{2}}{\tau^{2}+\tau s} \eta^{m-2}, w\right) & \leq C s h^{p+1}\|u\|_{W^{1, \infty}\left(H^{p+1}\right)}\|w\| . \tag{5.10}
\end{align*}
$$

Proof. Let us denote $y=t_{m-1}+s$. Since

$$
\frac{\tau+s}{\tau}-\frac{s^{2}}{\tau^{2}+\tau s}=\frac{\tau+2 s}{\tau+s}, \quad \frac{\tau s+s^{2}}{\tau}-\frac{\tau s^{2}+s^{3}}{\tau^{2}+\tau s}=s, \quad \frac{\tau s^{2}+s^{3}}{2 \tau}-\frac{s^{2}(\tau+s)^{2}}{2 \tau^{2}+2 \tau s}=0
$$

we can formally rewrite

$$
\begin{align*}
\frac{\tau+2 s}{\tau+s} u(y)-\frac{\tau+s}{\tau} u^{m-1}+\frac{s^{2}}{\tau^{2}+\tau s} u^{m-2}-s u^{\prime}(y)= & \frac{\tau+s}{\tau}\left(u(y)-s u^{\prime}(y)+\frac{s^{2}}{2} u^{\prime \prime}(y)-u^{m-1}\right) \\
& -\frac{s^{2}}{\tau^{2}+\tau s}\left(u(y)-(\tau+s) u^{\prime}(y)+\frac{(\tau+s)^{2}}{2} u^{\prime \prime}(y)-u^{m-2}\right) \tag{5.11}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\tau+2 s}{\tau+s} \eta(y)-\frac{\tau+s}{\tau} \eta^{m-1}+\frac{s^{2}}{\tau^{2}+\tau s} \eta^{m-2}=\frac{\tau+s}{\tau}\left(\eta(y)-\eta^{m-1}\right)-\frac{s^{2}}{\tau^{2}+\tau s}\left(\eta(y)-\eta^{m-2}\right) \tag{5.12}
\end{equation*}
$$

Then it is simple to see

$$
\begin{aligned}
& \frac{\tau+s}{\tau}\left(u(y)-s u^{\prime}(y)+\frac{s^{2}}{2} u^{\prime \prime}(y)-u^{m-1}, w\right)=\frac{\tau+s}{\tau} \int_{t_{m-1}}^{y} \int_{z_{1}}^{y} \int_{z_{2}}^{y}\left(u^{\prime \prime \prime}\left(z_{3}\right), w\right) \mathrm{d} z_{3} \mathrm{~d} z_{2} \mathrm{~d} z_{1} \\
& \quad \leq \frac{\tau+s}{\tau}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\| \int_{t_{m-1}}^{y} \int_{z_{1}}^{y} \int_{z_{2}}^{y} 1 \mathrm{~d} z_{3} \mathrm{~d} z_{2} \mathrm{~d} z_{1}=\frac{\tau+s}{\tau} \frac{s^{3}}{6}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\| \leq C s \tau^{2}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\|
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{s^{2}}{\tau^{2}+\tau s} & \left(u(y)-(\tau+s) u^{\prime}(y)+\frac{(\tau+s)^{2}}{2} u^{\prime \prime}(y)-u^{m-2}, w\right)=\frac{s^{2}}{\tau^{2}+\tau s} \int_{t_{m-2}}^{y} \int_{z_{1}}^{y} \int_{z_{2}}^{y}\left(u^{\prime \prime \prime}\left(z_{3}\right), w\right) \mathrm{d} z_{3} \mathrm{~d} z_{2} \mathrm{~d} z_{1} \\
& \leq \frac{s^{2}}{\tau^{2}+\tau s}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\|_{t_{m-2}}^{y} \int_{z_{1}}^{y} \int_{z_{2}}^{y} 1 \mathrm{~d} z_{3} \mathrm{~d} z_{2} \mathrm{~d} z_{1} \\
& =\frac{s^{2}}{\tau(\tau+s)} \frac{(\tau+s)^{3}}{6}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\| \leq C s \tau^{2}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\|
\end{aligned}
$$

which proves (5.8). The proof of (5.9) follows from

$$
\left(u(s)-u^{0}-s u^{\prime}(s), w\right)=-\int_{0}^{s} \int_{z_{1}}^{s}\left(u^{\prime \prime}\left(z_{2}\right), w\right) \mathrm{d} z_{2} \mathrm{~d} z_{1} \leq \frac{1}{2} s^{2}\|u\|_{W^{2, \infty}\left(L^{2}\right)}\|w\|
$$

The proof of (5.10) follows directly from (5.12) and Lemma 4.1.
In the proof of the error estimate of Lemma 5.7, we will need to estimate the BDF coefficients at $U\left(t_{m-1}+s\right)$, $U^{m-1}, U^{m-2}$ in (5.2). For this purpose we define the sequence $\left\{\gamma_{j}\right\}_{j=0}^{\infty}$ by

$$
\begin{align*}
\gamma_{0} & =\frac{\tau+s}{\tau+2 s} \\
\frac{3}{2} \gamma_{1}-\frac{\tau+s}{\tau} \gamma_{0} & =0 \\
\frac{3}{2} \gamma_{2}-2 \gamma_{1}+\frac{s^{2}}{\tau^{2}+\tau s} \gamma_{0} & =0 \\
\frac{3}{2} \gamma_{j+2}-2 \gamma_{j+1}+\frac{1}{2} \gamma_{j} & =0, \quad \forall j=1,2,3, \ldots \tag{5.13}
\end{align*}
$$

Lemma 5.5. Let the sequence $\left\{\gamma_{j}\right\}_{j=0}^{\infty}$ be defined by (5.13). Then such a sequence is positive and bounded, i.e. $0<\gamma_{j}<\gamma_{\infty}$ for all $j=0,1, \ldots$ for some $\gamma_{\infty} \in \mathbb{R}$. Moreover,

$$
\begin{equation*}
\gamma_{1}-2 \frac{s^{2}}{\tau^{2}+\tau s} \gamma_{0}>0 \tag{5.14}
\end{equation*}
$$

and for $j \geq 1$ the sequence $\gamma_{j}$ is increasing.
Proof. Let us calculate the initial values for $\gamma_{j} . \gamma_{0}$ is defined already by (5.13).

$$
\begin{aligned}
\gamma_{1} & =\frac{2}{3} \frac{(\tau+s)^{2}}{\tau(\tau+2 s)} \\
\gamma_{2} & =\frac{8}{9} \frac{(\tau+s)^{2}}{\tau(\tau+2 s)}-\frac{2}{3} \frac{s^{2}}{\tau(\tau+2 s)}
\end{aligned}
$$

From this (5.14) immediately follows. For $j=1,2, \ldots, \gamma_{j}$ are defined by a difference equation with the initial condition $\gamma_{1}$ and $\gamma_{2}$ and with the solution

$$
\gamma_{j}=\left(\frac{(\tau+s)^{2}}{\tau(\tau+2 s)}-\frac{s^{2}}{\tau(\tau+2 s)}\right)+\left(\frac{1}{3} \frac{s^{2}}{\tau(\tau+2 s)}-\frac{1}{9} \frac{(\tau+s)^{2}}{\tau(\tau+2 s)}\right)\left(\frac{1}{3}\right)^{j-2}
$$

Since

$$
\begin{array}{r}
\frac{(\tau+s)^{2}}{\tau(\tau+2 s)}-\frac{s^{2}}{\tau(\tau+2 s)}>0 \\
\frac{1}{3} \frac{s^{2}}{\tau(\tau+2 s)}-\frac{1}{9} \frac{(\tau+s)^{2}}{\tau(\tau+2 s)}<0
\end{array}
$$

we can see that the sequence $\gamma_{j}$ is increasing, positive and bounded.
Let us start with the result on the initial condition defined by (3.3).
Lemma 5.6. Let $p>d / 2$. Let $s \in(0, \tau]$. If $\|e(t)\| \leq h^{1+d / 2}$ for $t \in[0, s]$, then

$$
\sup _{t \in[0, s]}\|e(t)\|^{2} \leq \tilde{C}_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right)
$$

where the constant $\tilde{C}_{T}$ is independent of $h, \tau, \varepsilon$.
Proof. Since $U^{0}=\Pi u^{0}$ we can see that $\left\|e^{0}\right\| \leq C h^{p+1}$. Multiplying (3.1) for $t=s$ by $s$, subtracting from (5.3) and adding several terms we get

$$
\begin{aligned}
\left(\xi(s)-\xi^{0}, w\right)+s \varepsilon A_{h}(\xi(s), w)= & \left(s u^{\prime}(s)-u(s)+u^{0}, w\right)-\left(\eta(s)-\eta^{0}, w\right) \\
& +s\left(b_{h}(u(s), w)-b_{h}(U(s), w)\right)-s \varepsilon A_{h}(\eta(s), w)
\end{aligned}
$$

Setting $w=2 \xi(s)$ and using Lemmas 4.1, 4.2, 4.3 and 5.4, we get

$$
\begin{aligned}
\|\xi(s)\|^{2}-\left\|\xi^{0}\right\|^{2}+\left\|\xi(s)-\xi^{0}\right\|^{2}+s \varepsilon\|\xi(s)\|^{2} \leq & C \tau\left(1+\frac{\|e(s)\|_{\infty}^{2}}{h^{2}}\right)\left(h^{2 p+1}+\|\xi(s)\|^{2}\right) \\
& +C \tau^{4}+C h^{2 p+2}+C \varepsilon h^{2 p}+\frac{1}{2}\|\xi(s)\|^{2}
\end{aligned}
$$

Using the assumptions and Lemma 4.4, we can get rid of the unpleasant term $\|e(s)\|_{\infty}^{2} / h^{2}$ and we get

$$
\|\xi(s)\|^{2} \leq C\left(\left\|\xi^{0}\right\|^{2}+h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right)
$$

The proof is completed by taking similar estimates for $\eta$ and the triangle inequality to estimate $e(s)$.
Now, we extend Lemma 5.6 to the rest of $[0, T]$ by analyzing the BDF scheme (5.2).
Lemma 5.7. Let $p>d / 2$. Let $n>0$ and $s \in(0, \tau]$. If $\|e(t)\| \leq h^{1+d / 2}$ for $t \in\left[0, t_{n-1}+s\right]$, then

$$
\sup _{t \in\left[0, t_{n-1}+s\right]}\|e(t)\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right)
$$

where the constant $C_{T}$ is independent of $h, \tau, \varepsilon$.
Proof. To simplify the relations we set $y=t_{n-1}+s$. Multiplying (3.1) for $t=y$ by $s$, subtracting from (5.2) and adding several terms we get

$$
\begin{aligned}
& \left(\frac{\tau+2 s}{\tau+s} \xi(y)-\frac{\tau+s}{\tau} \xi^{n-1}+\frac{s^{2}}{\tau^{2}+\tau s} \xi^{n-2}, w\right)+s \varepsilon A_{h}(\xi(y), w) \\
& \quad=\left(s u^{\prime}(y)-\frac{\tau+2 s}{\tau+s} u(y)+\frac{\tau+s}{\tau} u^{n-1}-\frac{s^{2}}{\tau^{2}+\tau s} u^{n-2}, w\right)-\left(\frac{\tau+2 s}{\tau+s} \eta(y)-\frac{\tau+s}{\tau} \eta^{n-1}+\frac{s^{2}}{\tau^{2}+\tau s} \eta^{n-2}, w\right) \\
& \left.\quad+s\left(b_{h}(u(y), w)-b_{h}(U(y), w)\right)-s \varepsilon A_{h}(\eta(y)), w\right)
\end{aligned}
$$

For lower time levels $m \leq n-1$ we obtain analogically

$$
\begin{aligned}
\left(\frac{3}{2} \xi^{m}\right. & \left.-2 \xi^{m-1}+\frac{1}{2} \xi^{m-2}, w\right)+\tau \varepsilon A_{h}\left(\xi^{m}, w\right)=\left(\tau u^{\prime}\left(t_{m}\right)-\frac{3}{2} u^{m}+2 u^{m-1}-\frac{1}{2} u^{m-2}, w\right) \\
& -\left(\frac{3}{2} \eta^{m}-2 \eta^{m-1}+\frac{1}{2} \eta^{m-2}, w\right)+\tau\left(b_{h}\left(u^{m}, w\right)-b_{h}\left(U^{m}, w\right)\right)-\tau \varepsilon A_{h}\left(\eta^{m}, w\right)
\end{aligned}
$$

Setting $w=2 \xi(y)$ we obtain on the left-hand side using the fact $s \in(0, \tau]$

$$
\begin{aligned}
2( & \left.\frac{\tau+2 s}{\tau+s} \xi(y)-\frac{\tau+s}{\tau} \xi^{n-1}+\frac{s^{2}}{\tau^{2}+\tau s} \xi^{n-2}, \xi(y)\right)+2 s \varepsilon A_{h}(\xi(y), \xi(y)) \\
= & 2 \frac{\tau+s}{\tau}\left(\xi(y)-\xi^{n-1}, \xi(y)\right)-2 \frac{s^{2}}{\tau^{2}+\tau s}\left(\xi(y)-\xi^{n-2}, \xi(y)\right)+2 s \varepsilon\|\xi(y)\|^{2} \\
= & \frac{\tau+s}{\tau}\left(\|\xi(y)\|^{2}-\left\|\xi^{n-1}\right\|^{2}+\left\|\xi(y)-\xi^{n-1}\right\|^{2}\right)-\frac{s^{2}}{\tau^{2}+\tau s}\left(\|\xi(y)\|^{2}-\left\|\xi^{n-2}\right\|^{2}+\left\|\xi(y)-\xi^{n-2}\right\|^{2}\right)+2 s \varepsilon\|\xi(y)\|^{2} \\
\geq & \frac{\tau+2 s}{\tau+s}\|\xi(y)\|^{2}-\frac{\tau+s}{\tau}\left\|\xi^{n-1}\right\|^{2}+\frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-2}\right\|^{2}+\frac{\tau+s}{\tau}\left\|\xi(y)-\xi^{n-1}\right\|^{2} \\
& -2 \frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi(y)-\xi^{n-1}\right\|^{2}-2 \frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-1}-\xi^{n-2}\right\|^{2}+2 s \varepsilon\|\xi(y)\|^{2} \\
\geq & \frac{\tau+2 s}{\tau+s}\|\xi(y)\|^{2}-\frac{\tau+s}{\tau}\left\|\xi^{n-1}\right\|^{2}+\frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-2}\right\|^{2}+\frac{s}{\tau}\left\|\xi(y)-\xi^{n-1}\right\|^{2} \\
& -2 \frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-1}-\xi^{n-2}\right\|^{2}+2 s \varepsilon\|\xi(y)\|^{2}
\end{aligned}
$$

Setting $s=\tau$ (i.e. with $w=2 \xi^{m}$ ), the relations simplify to the usual

$$
\begin{aligned}
& 2\left(\frac{3}{2} \xi^{m}-2 \xi^{m-1}+\frac{1}{2} \xi^{m-2}, \xi^{m}\right)+2 \tau \varepsilon A_{h}\left(\xi^{m}, \xi^{m}\right) \\
& \quad \geq \frac{3}{2}\left\|\xi^{m}\right\|^{2}-2\left\|\xi^{m-1}\right\|^{2}+\frac{1}{2}\left\|\xi^{m-2}\right\|^{2}+\left\|\xi^{m}-\xi^{m-1}\right\|^{2}-\left\|\xi^{m-1}-\xi^{m-2}\right\|^{2}+2 \tau \varepsilon\left\|\xi^{m}\right\|^{2}
\end{aligned}
$$

Using Lemmas 4.1, 4.2, 4.3 and 5.4 to estimate the right-hand side terms, we get

$$
\begin{gathered}
\frac{\tau+2 s}{\tau+s}\|\xi(y)\|^{2}-\frac{\tau+s}{\tau}\left\|\xi^{n-1}\right\|^{2}+\frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-2}\right\|^{2}-2 \frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-1}-\xi^{n-2}\right\|^{2} \\
\leq C s\left(1+\frac{\|e(y)\|_{\infty}^{2}}{h^{2}}\right)\left(\varepsilon h^{2 p}+h^{2 p+1}+\tau^{4}+\|\xi(y)\|^{2}\right)
\end{gathered}
$$

and

$$
\begin{aligned}
& \frac{3}{2}\left\|\xi^{m}\right\|^{2}-2\left\|\xi^{m-1}\right\|^{2}+\frac{1}{2}\left\|\xi^{m-2}\right\|^{2}+\left\|\xi^{m}-\xi^{m-1}\right\|^{2}-\left\|\xi^{m-1}-\xi^{m-2}\right\|^{2} \\
& \quad \leq C \tau\left(1+\frac{\left\|e^{m}\right\|_{\infty}^{2}}{h^{2}}\right)\left(\varepsilon h^{2 p}+h^{2 p+1}+\tau^{4}+\left\|\xi^{m}\right\|^{2}\right)
\end{aligned}
$$

Using the assumptions and Lemma 4.4, we can eliminate the terms $\|e(y)\|_{\infty}^{2} / h^{2}$ and $\left\|e^{m}\right\|_{\infty}^{2} / h^{2}$ :

$$
\begin{align*}
& \frac{\tau+2 s}{\tau+s}\|\xi(y)\|^{2}-\frac{\tau+s}{\tau}\left\|\xi^{n-1}\right\|^{2}+\frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-2}\right\|^{2}-2 \frac{s^{2}}{\tau^{2}+\tau s}\left\|\xi^{n-1}-\xi^{n-2}\right\|^{2} \\
& \quad \leq C s\left(\varepsilon h^{2 p}+h^{2 p+1}+\tau^{4}+\|\xi(y)\|^{2}\right)  \tag{5.15}\\
& \frac{3}{2}\left\|\xi^{m}\right\|^{2}-2\left\|\xi^{m-1}\right\|^{2}+\frac{1}{2}\left\|\xi^{m-2}\right\|^{2}+\left\|\xi^{m}-\xi^{m-1}\right\|^{2}-\left\|\xi^{m-1}-\xi^{m-2}\right\|^{2} \\
& \quad \leq C \tau\left(\varepsilon h^{2 p}+h^{2 p+1}+\tau^{4}+\left\|\xi^{m}\right\|^{2}\right) \tag{5.16}
\end{align*}
$$

Multiplying (5.15) by $\gamma_{0}$ and (5.16) by $\gamma_{n-m}$ for $m=2, \ldots, n-1$, where the sequence $\left\{\gamma_{j}\right\}_{j=0}^{\infty}$ is defined by (5.13), and by summing all these inequalities together, we get by Lemma 5.5

$$
\|\xi(y)\|^{2} \leq C s \gamma_{0}\|\xi(y)\|^{2}+C \gamma_{\infty}\left(\left\|\xi^{1}\right\|^{2}+\left\|\xi^{0}\right\|^{2}\right)+C \tau \gamma_{\infty} \sum_{j=2}^{n-1}\left\|\xi^{j}\right\|^{2}+C \gamma_{\infty} y\left(\varepsilon h^{2 p}+h^{2 p+1}+\tau^{4}\right)
$$

Analogically we can obtain a similar result for $\left\|\xi^{m}\right\|$ for $m=2, \ldots, n-1$. Only this time the sequence for $\left\{\gamma_{j}\right\}_{j=0}^{\infty}$ used for multiplying the equations is modified by taking (5.13) with $s=\tau$ :

$$
\left\|\xi^{m}\right\|^{2} \leq C s \gamma_{0}\left\|\xi^{m}\right\|^{2}+C \gamma_{\infty}\left(\left\|\xi^{1}\right\|^{2}+\left\|\xi^{0}\right\|^{2}\right)+C \tau \gamma_{\infty} \sum_{j=2}^{m-1}\left\|\xi^{j}\right\|^{2}+C \gamma_{\infty} t_{m}\left(\varepsilon h^{2 p}+h^{2 p+1}+\tau^{4}\right)
$$

Since $\left\|\xi^{1}\right\|^{2}$ and $\left\|\xi^{0}\right\|^{2}$ are bounded according to Lemma 5.6, we obtain the result using the discrete Gronwall lemma.

Now we get rid of the a priori assumption $\|e(t)\| \leq h^{1+d / 2}$ from Lemmas 5.6 and 5.7.
Theorem 5.8. Let $p>1+d / 2$. Let $\tau_{0}$ be defined as in Lemma 5.3. Let $h \in\left(0, h_{0}\right)$ and $\tau_{1} \in\left(0, \tau_{0}\right)$ be such that

$$
\begin{equation*}
C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right) \leq \frac{1}{4} h^{2+d} \tag{5.17}
\end{equation*}
$$

where $C_{T}$ is the constant from Lemma 5.7 independent of $h, \tau, \varepsilon$. Then the error of the BDF2-DG scheme satisfies

$$
\begin{equation*}
\sup _{t \in[0, T]}\|e(t)\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right) \tag{5.18}
\end{equation*}
$$

Proof. We will follow the idea of continuous mathematical induction from [16]. Since the proof essentially follows the same pattern therein, we only give a brief description without details.

For time $t=0$ it is easy to see that the error estimate holds, because the error is in fact the error of $L^{2}$ projection in initial data, which is sufficiently small under the assumptions of the theorem. Let us assume that the error estimate (5.18) holds on the interval $[0, s]$ for some $s \in[0, T]$. According to the assumption (5.17) we can see that the error can be estimated by $\|e(t)\| \leq \frac{1}{2} h^{1+d / 2}, t \in[0, s]$. Since the error $e(\cdot)$ is continuous (even uniformly continuous) with respect to time, we know that there exists some $\delta>0$ such that $\|e(t)\| \leq h^{1+d / 2}$, $t \in[0, s+\delta]$ and we can see that it is possible to use Lemma 5.7 on the larger interval $[0, s+\delta]$, which guarantees the error estimate $(5.18)$ on $[0, s+\delta]$. Since the error is uniformly continuous in time, we have a fixed $\delta>0$ independent of $s$ during the induction process and using the argument repeatedly we obtain the result up to $s=T$.

Remark 5.9. The condition (5.17) can be essentially split into two parts, e.g. $C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}\right) \leq \frac{1}{8} h^{2+d}$ and $C_{T}^{2} \tau^{4} \leq \frac{1}{8} h^{2+d}$. The first condition can be satisfied for sufficiently small $h$ only if $p>1+d / 2$. The second condition is satisfied only if the CFL-like condition $\tau=O\left(h^{1 / 2+d / 4}\right)$ holds. Of course, we still need the continued error $e(\cdot)$ to exist uniquely and be continuous in time, for which we need $\tau=O(\max \{\varepsilon, h\})$ by Lemma 5.3.

Remark 5.10. We note that if $\varepsilon=0$, we obtain the improved estimate $O\left(h^{p+1 / 2}+\tau^{2}\right)$ under the weaker condition $p>(1+d) / 2$. This is also the case for Theorems 6.6 and 7.15 for the midpoint rule and QT-DG scheme.

The reader might ask why such an elaborate construction of the continuation as (5.2) is used, why not use $e . g$. some simple interpolation in time. In the proof of the estimates we proceed by induction from one time node to the next. Starting from the error of the initial condition, we want to prove that if the error $e^{m-1}$
at $t_{m-1}$ is of the desired order, e.g. $O\left(h^{p+1 / 2}\right)$, then so is $e^{m}$. The estimates of the convective terms allow us to do this if we know a priori that $\left\|e^{m}\right\|=O\left(h^{1+d / 2}\right)$. But in [16] it is proven, given the presented estimates, that the implication $\left\|e^{m-1}\right\|=O\left(h^{p+1 / 2}\right) \Longrightarrow\left\|e^{m}\right\|=O\left(h^{1+d / 2}\right)$ does not hold for implicit schemes (the proof is for the backward Euler scheme, however exactly the same reasoning holds e.g. for the BDF2 scheme). The proposed solution is to work with a continuous in time variant of the error, not discrete, and the continuity will help us go from $t_{m-1}$ to $t_{m}$ via suitably small intermediate steps while satisfying the necessary assumption $\|e\|=O\left(h^{1+d / 2}\right)$ along the way simply by continuity. Therefore the three requirements on the continuation are that $e(t)$ is continuous w.r.t. $t$, that it coincides with $e^{m-1}$ and $e^{m}$ at $t_{m-1}, t_{m}$ and that it has the same order of approximation in time as the analyzed scheme for all $t$. If we used e.g. a simple Lagrange interpolation of $e^{m}, e^{m-1}, \ldots$ or $U^{m}, U^{m-1}, \ldots$, in order to prove anything about this interpolation between $t_{m-1}, t_{m}$ we would first need to know the behavior of the interpolated function at the interpolation nodes, including the last one: $t_{m}$. In other words, we would need to have estimates for $e^{m}$ in advance, which we do not, we only have estimates for $e^{m-1}$ and earlier. In our approach, for $t \in\left(t_{m-1}, t_{m}\right)$ the continuation is constructed only from $U^{m-1}, U^{m-2}$ without any knowledge of $U^{m}$ or $e^{m}$. We start from $t_{m-1}$ and by varying the time step in a variable time step BDF2 scheme, we go continuously from $t_{m-1}$ to $t_{m}$ and obtain $U^{m}$ at $t_{m}$ in a natural way. The estimates for the continuation are therefore obtained only from estimates of $e^{m-1}, e^{m-2}$ (which we have from the induction assumption) while having the advantage of continuity in time to help control the a priori assumption $\|e\|=O\left(h^{1+d / 2}\right)$. To work with the Lagrange interpolation of the error in time, we would need to know not only the behavior at $e^{m-1}$, but also at $e^{m}$ as stated earlier. Another possibility, to use some form of extrapolation from $t_{m-1}, t_{m-2}, \ldots$ would also not work, since at $t_{m}$ we would not obtain $U^{m}$ and therefore would not be estimating the BDF2 scheme but some different extrapolated solution.

Moreover, since our continuation is constructed using the BDF2 scheme itself (albeit with variable coefficients), the analysis of its properties is done using tools that would be used anyway. Perhaps a slightly simpler form than (5.2) could be possible, but given the presented reasoning, in the end it must be some variation on the BDF2 scheme itself, not simple interpolation.

## 6. ERror Estimates for the Midpoint Rule

In this section, we investigate the error estimates of the approximate solution $U^{m}, m=0, \ldots, r$ obtained by the method (3.5). As in the case of the BDF2-DG scheme, we construct a continuous extension of the discrete solution similar to Definition 5.1. For the purpose of analysis of the midpoint-DG scheme we assume the following regularity

$$
\begin{equation*}
u \in W^{1, \infty}\left(H^{p+1}\right) \cap W^{2, \infty}\left(H^{2} \cap W_{0}^{1, \infty}\right) \cap W^{3, \infty}\left(L^{2}\right) \tag{6.1}
\end{equation*}
$$

Definition 6.1. We define the continued approximate solution $U:[0, T] \rightarrow S_{h}$ of problem (2.1) obtained by the midpoint-DG scheme in the following way: Let $m>0$ and $s \in[0, \tau]$, we seek $U\left(t_{m-1}+s\right) \in S_{h}$ such that

$$
\begin{align*}
\left(U\left(t_{m-1}+s\right)\right. & \left.-U^{m-1}, w\right)+\frac{s \varepsilon}{2} A_{h}\left(U\left(t_{m-1}+s\right)+U^{m-1}, w\right)+s b_{h}\left(\frac{U\left(t_{m-1}+s\right)+U^{m-1}}{2}, w\right) \\
& =s \ell_{h}(w)\left(t_{m-1}+s / 2\right), \quad \forall w \in S_{h} \tag{6.2}
\end{align*}
$$

As in Definition 5.1, by setting $s:=0$, we obtain $U\left(t_{m-1}\right)=U^{m-1}$. By setting $s:=\tau$, we obtain $U\left(t_{m}\right)=U^{m}$.
Similarly as for the BDF2 scheme we can prove existence, uniqueness and time-continuity of the continued midpoint-DG solution from Definition 6.1.

Lemma 6.2. There exist constants $C_{1}, C_{2}>0$ independent of $h, \tau, t, \varepsilon$, such that the following holds. Let $h \in\left(0, h_{0}\right)$ and $\tau \in\left[0, \tau_{0}\right)$, where $\tau_{0}=\max \left\{C_{1} \varepsilon, C_{2} h\right\}$. Then $U$, the continued solution from Definition 6.1 exists, is uniquely determined, $\|U(t)\|$ is uniformly bounded with respect to $t \in[0, T], U\left(t_{m}\right)=U^{m}$ for all $m=0, \ldots, r$ and $\|U(t)\|$ depends continuously on $t$.

## Proof.

(i) Existence: We denote the left- and right-hand side from (6.2)

$$
\begin{aligned}
B_{s}^{m}(v, w) & =\left(v-U^{m-1}, w\right)+\frac{s \varepsilon}{2} A_{h}\left(v+U^{m-1}, w\right)+s b_{h}\left(\frac{v+U^{m-1}}{2}, w\right), \\
L_{s}^{m}(w) & =s \ell_{h}(w)\left(t_{m-1}+s / 2\right)
\end{aligned}
$$

Then $B_{s}^{m}$ is strongly monotone on $S_{h}$ :

$$
\begin{aligned}
B_{s}^{m}(v, v-w)-B_{s}^{m}(w, v-w) & \geq\|v-w\|^{2}+\frac{s \varepsilon}{2}\|v-w\|^{2}-C s\|v-w\|\|v-w\| \\
& \geq\left(1-\frac{C s}{h}\right)\|v-w\|^{2}=M\|v-w\|^{2}
\end{aligned}
$$

for sufficiently small $s, \tau$ with respect to $h$. On the other hand, we may estimate using Young's inequality as in (5.4) to obtain monotonicity for $s, \tau$ sufficiently small with respect to $\varepsilon$.

Now, we show that $B_{s}^{m}$ is Lipschitz continuous on $S_{h}$ :

$$
\begin{aligned}
B_{s}^{m}(v, w)-B_{s}^{m}(\bar{v}, w) & \leq\|v-w\|\|w\|+C \frac{s \varepsilon}{2}\|v-\bar{v}\|\|w\|+C s\|v-\bar{v}\|\|w\| \\
& \leq\left(1+\frac{C s \varepsilon}{h^{2}}+\frac{C s}{h}\right)\|v-\bar{v}\|\|w\|=C\|v-\bar{v}\|\|w\| .
\end{aligned}
$$

The right-hand side $L_{s}^{m}$ is bounded, hence continuous, on $S_{h}$ the nonlinear Lax-Milgram lemma gives us existence and uniqueness of the continued discrete solution and classical discrete solution, respectively.
(ii) Continuity: Continuity with respect to time can be proved in the same way as in the proof of Lemma 5.3. Again, we use the monotonicity of the form $B_{s}^{m}$ and write

$$
\begin{aligned}
M\|U(t)-U(\bar{t})\|^{2} & \leq B_{t}^{m}\left(U(t), U(t)-U(\bar{t})-B_{t}^{m}(U(\bar{t}), U(t)-U(\bar{t}))\right. \\
& =L_{t}^{m}(U(t)-U(\bar{t}))-L_{t}^{m}(U(t)-U(\bar{t}))+B_{t}^{m}(U(\bar{t}), U(t)-U(\bar{t}))-B_{t}^{m}(U(\bar{t}), U(t)-U(\bar{t})) .
\end{aligned}
$$

Similarly as in BDF case we can estimate the terms on the second and third row and prove that they tend to zero as $|t-\bar{t}|$ tends to zero, therefore $\|U(t)-U(\bar{t})\|$ tends to zero as well. Analogically we can prove the continuity at $t_{m-1}+$. Since the exact solution $u$ is continuous and since we have continuity on the closed interval $[0, T]$, we can see that the error $U(t)-u(t)$ is uniformly continuous.
Lemma 6.3. Let $u$ satisfy regularity assumptions (6.1). Let $s \in(0, \tau]$. Then

$$
\left(u\left(t_{m-1}+s\right)-u^{m-1}-s u^{\prime}\left(t_{m-1}+s / 2\right), w\right) \leq C s \tau^{2}\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\|
$$

Proof. The proof is analogical to the proof of Lemma 5.4. We can formally rewrite

$$
\begin{aligned}
u\left(t_{m-1}+s\right)-u^{m-1}-s u^{\prime}\left(t_{m-1}+s / 2\right)= & u\left(t_{m-1}+s\right)-u^{m-1}-s u^{\prime}\left(t_{m-1}\right) \\
& -\frac{s^{2}}{2} u^{\prime \prime}\left(t_{m-1}\right)-s u^{\prime}\left(t_{m-1}+s / 2\right)+s u^{\prime}\left(t_{m-1}\right)+\frac{s^{2}}{2} u^{\prime \prime}\left(t_{m-1}\right) .
\end{aligned}
$$

Then it is easy to see that

$$
\begin{aligned}
\left(u\left(t_{m-1}+s\right)-u^{m-1}-s u^{\prime}\left(t_{m-1}+s / 2\right), w\right)= & \int_{t_{m-1}}^{t_{m-1}+s} \int_{t_{m-1}}^{z_{1}} \int_{t_{m-1}}^{z_{2}}\left(u^{\prime \prime \prime}\left(z_{3}\right), w\right) \mathrm{d} z_{3} \mathrm{~d} z_{2} \mathrm{~d} z_{1} \\
& -s \int_{t_{m-1}}^{t_{m-1}+s / 2} \int_{t_{m-1}}^{z_{1}}\left(u^{\prime \prime \prime}\left(z_{2}\right), w\right) \mathrm{d} z_{2} \mathrm{~d} z_{1} \\
\leq & \left(\frac{s^{3}}{6}+\frac{s^{3}}{8}\right)\|u\|_{W^{3, \infty}\left(L^{2}\right)}\|w\| .
\end{aligned}
$$

Lemma 6.4. Let $u$ satisfy regularity assumptions (6.1). Let $s \in(0, \tau]$. Then

$$
\begin{align*}
A_{h}\left(u\left(t_{m-1}+s / 2\right)-\frac{u\left(t_{m-1}+s\right)+u^{m-1}}{2}, w\right) & \leq C \tau^{2}\|u\|_{W^{2, \infty}\left(H^{2}\right)}\|w\|  \tag{6.3}\\
b_{h}\left(u\left(t_{m-1}+s / 2\right), w\right)-b_{h}\left(\frac{u\left(t_{m-1}+s\right)+u^{m-1}}{2}, w\right) & \leq C \tau^{2}\|u\|_{W^{2, \infty}\left(H^{2}\right)}\|w\| \tag{6.4}
\end{align*}
$$

Proof. Let us denote $u_{1}=u\left(t_{m-1}+s / 2\right)$ and $u_{2}=\frac{u\left(t_{m-1}+s\right)+u^{m-1}}{2}$. Moreover, it is possible to see that

$$
\begin{align*}
& u_{1}-u_{2}=u\left(t_{m-1}+s / 2\right)-\frac{u\left(t_{m-1}+s\right)+u^{m-1}}{2} \\
& =\frac{1}{2} u\left(t_{m-1}+s / 2\right)-\frac{1}{2} u\left(t_{m-1}+s\right)+\frac{s}{2} u^{\prime}\left(t_{m-1}+s / 2\right)+\frac{1}{2} u\left(t_{m-1}+s / 2\right)-\frac{1}{2} u^{m-1}-\frac{s}{2} u^{\prime}\left(t_{m-1}+s / 2\right) \\
& =-\frac{1}{2} \int_{t_{m-1}+s / 2}^{t_{m-1}+s} \int_{t_{m-1}+s / 2}^{z_{1}} u^{\prime \prime}\left(z_{2}\right) \mathrm{d} z_{2} \mathrm{~d} z_{1}-\frac{1}{2} \int_{t_{m-1}}^{t_{m-1}+s / 2} \int_{z_{1}}^{t_{m-1}+s / 2} u^{\prime \prime}\left(z_{2}\right) \mathrm{d} z_{2} \mathrm{~d} z_{1} \tag{6.5}
\end{align*}
$$

Following the proof of ([8], Lem. 9) it can be shown

$$
\begin{equation*}
A_{h}\left(u_{1}-u_{2}, w\right) \leq C\left(\left\|u_{1}-u_{2}\right\|+\left|u_{1}-u_{2}\right|_{H^{2}}\right)\|w\| \tag{6.6}
\end{equation*}
$$

Since $u_{1}, u_{2} \in H_{0}^{1}(\Omega)$, we can simplify (6.6) to

$$
A_{h}\left(u_{1}-u_{2}, w\right) \leq C\left\|u_{1}-u_{2}\right\|_{H^{2}}\|w\|
$$

Using (6.5) we get

$$
A_{h}\left(u_{1}-u_{2}, w\right) \leq C \frac{s^{2}}{2}\|u\|_{W^{2, \infty}\left(H^{2}\right)}\|w\|
$$

which implies (6.3). Since $u_{1}$ and $u_{2}$ are smooth enough, it implies

$$
b_{h}\left(u_{1}, w\right)-b_{h}\left(u_{2}, w\right)=\int_{\Omega} \nabla \cdot\left(f\left(u_{1}\right)-f\left(u_{2}\right)\right) w \mathrm{~d} x \leq\left\|\nabla \cdot\left(f\left(u_{1}\right)-f\left(u_{2}\right)\right)\right\|\|w\|
$$

To prove (6.4) it is sufficient to estimate $\left\|\nabla \cdot\left(f\left(u_{1}\right)-f\left(u_{2}\right)\right)\right\|$.

$$
\begin{aligned}
\left\|\nabla \cdot\left(f\left(u_{1}\right)-f\left(u_{2}\right)\right)\right\| & \leq \sum_{i=1}^{d}\left\|f_{i}^{\prime}\left(u_{1}\right) \frac{\partial u_{1}}{\partial x_{i}}-f_{i}^{\prime}\left(u_{2}\right) \frac{\partial u_{2}}{\partial x_{i}}\right\| \\
& \leq \sum_{i=1}^{d}\left(\left\|f_{i}^{\prime}\left(u_{1}\right)\left(\frac{\partial u_{1}}{\partial x_{i}}-\frac{\partial u_{2}}{\partial x_{i}}\right)\right\|+\left\|\left(f_{i}^{\prime}\left(u_{1}\right)-f_{i}^{\prime}\left(u_{2}\right)\right) \frac{\partial u_{2}}{\partial x_{i}}\right\|\right) \\
& \leq d \max _{i}\left\|f_{i}^{\prime}\left(u_{1}\right)\right\|_{L^{\infty}}\left|u_{1}-u_{2}\right|_{H^{1}}+d \max _{i}\left\|f_{i}^{\prime}\left(u_{1}\right)-f_{i}^{\prime}\left(u_{2}\right)\right\|_{L^{\infty}}\left|u_{2}\right|_{H^{1}}
\end{aligned}
$$

Then (6.4) is a consequence of (6.5) and $\left\|f_{i}^{\prime}\left(u_{1}\right)-f_{i}^{\prime}\left(u_{2}\right)\right\|_{L^{\infty}} \leq C\left\|u_{1}-u_{2}\right\|_{L^{\infty}}$.
Now, we shall derive the error estimate of the continued solution at arbitrary time $t \in[0, T]$ which immediately implies the error estimate for the original midpoint scheme (3.5).

Lemma 6.5. Let $p>d / 2$. Let $m>0$ and $s \in(0, \tau]$. If $\|e(t)\| \leq h^{1+d / 2}$ for $t \in\left[0, t_{m-1}+s\right]$, then

$$
\sup _{t \in\left[0, t_{m-1}+s\right]}\|e(t)\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right)
$$

where the constant $C_{T}$ is independent of $h, \tau, \varepsilon$.

Proof. We set $y=t_{m-1}+s$. Multiplying (3.1) for $t=t_{m-1}+s / 2$ by $s$, subtracting from (6.2) and adding several terms we get

$$
\begin{aligned}
\left(\xi(y)-\xi^{m-1}, w\right)+ & \left.\frac{s \varepsilon}{2} A_{h}\left(\xi(y)+\xi^{m-1}\right), w\right) \leq\left(s \frac{\partial u}{\partial t}\left(t_{m-1}+s / 2\right)-u(y)+u^{m-1}, w\right) \\
& +s\left(b_{h}\left(u\left(t_{m-1}+s / 2\right), w\right)-b_{h}\left(\frac{u(y)+u^{m-1}}{2}, w\right)\right)+\left(\eta(y)-\eta^{m-1}, w\right) \\
& \left.+s\left(b_{h}\left(\frac{u(y)+u^{m-1}}{2}, w\right)-b_{h}\left(\frac{U(y)+U^{m-1}}{2}, w\right)\right)-\frac{s \varepsilon}{2} A_{h}\left(\eta(y)+\eta^{m-1}\right), w\right) \\
& +s\left(A_{h}\left(u\left(t_{m-1}+s / 2\right), w\right)-A_{h}\left(\frac{u(y)+u^{m-1}}{2}, w\right)\right)
\end{aligned}
$$

Setting $w=\xi(y)+\xi^{m-1}$ and using Lemmas 4.1-4.3 and Lemma 6.4 to estimate the right-hand side, we get

$$
\|\xi(y)\|^{2}-\left\|\xi^{m-1}\right\|^{2} \leq C s\left(1+\frac{\left\|e(y)+e^{m-1}\right\|_{\infty}^{2}}{h^{2}}\right)\left(\varepsilon h^{2 p}+h^{2 p+1}+\tau^{4}+\|\xi(y)\|^{2}+\left\|\xi^{m-1}\right\|^{2}\right)
$$

Using the assumptions we can get rid of the unpleasant term $\left\|e(s)+e^{m-1}\right\|_{\infty}^{2} / h^{2}$. Finally, by taking $s:=\tau$ and $m=1, \ldots$, we obtain a similar estimate for $\left\|\xi^{m}\right\|^{2}-\left\|\xi^{m-1}\right\|^{2}$. By the discrete Gronwall lemma we can finish the proof.

Theorem 6.6. Let $p>1+d / 2$. Let $\tau_{0}$ be defined as in Lemma 6.2. Let $h \in\left(0, h_{0}\right)$ and $\tau_{1} \in\left(0, \tau_{0}\right)$ be such that

$$
\begin{equation*}
C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right) \leq \frac{1}{4} h^{2+d} \tag{6.7}
\end{equation*}
$$

where $C_{T}$ is the constant from Lemma 6.5 independent of $h, \tau, \varepsilon$. Then the error of the midpoint- $D G$ scheme satisfies

$$
\sup _{t \in[0, T]}\|e(t)\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{4}\right)
$$

Proof. The proof is essentially identical to that of Theorem 5.8. We have the desired estimate for $t=0$ and due to continuity and Lemma 6.5 , we can extend its validity to time $T$ by induction.

Remark 6.7. Similarly as in Remark 6.7, the condition (6.7) can be essentially split into two parts: $p>1+d / 2$ and $\tau=O\left(h^{1 / 2+d / 4}\right)$. The latter condition is weaker than for the backward Euler method, where we needed $\tau=O\left(h^{1+d / 2}\right)$.

## 7. Quadrature variant of time-DG

In this section, we will prove error estimates for the quadrature variant of the QT-DG. As in the previous sections, we will construct a suitable continuation of $U$ from Definition 3.5. While for the BDF2 and midpoint schemes, the discrete solution is defined only in the nodes of the partition $t_{m}$ and the continuation "fills in the gaps" between these points, the DG solution $U$ is already inherently defined on the whole interval $(0, T)$. It is therefore a question how to define a continuation w.r.t. time for such an object. In our approach, we construct the continuation $U_{y}$ with respect to an auxiliary parameter $y$. Then $U_{y}$ will be a piecewise polynomial function defined on $(0, y)$ which will depend continuously on $y$ in the $L^{\infty}\left(L^{2}\right)$-norm. Again, we will use an induction argument to pass with $y$ from 0 to $T$. For our analysis we will need the following regularity

$$
\begin{equation*}
u \in W^{1, \infty}\left(H^{p+1}\right) \cap L^{\infty}\left(W^{1, \infty}\right) \cap W^{q+1, \infty}\left(H^{1}\right) \tag{7.1}
\end{equation*}
$$

### 7.1. Construction of the continuation

Throughout this section, let $s \in(0, \tau]$ and $m \in\{1, \ldots, r\}$. We denote $y=t_{m-1}+s$, the continuation parameter and define $I_{m}(s)=\left(t_{m-1}, y\right)$. Let us generalize the quadrature $Q_{\tau}^{m}$ to $Q_{s}^{m}$ :

$$
\int_{I_{m}(s)} \Phi(t) \mathrm{d} t \approx Q_{s}^{m}[\Phi]=s \sum_{i=0}^{q} \omega_{i} \Phi\left(t_{m-1}+s \psi_{i}\right) .
$$

We define the space of piecewise polynomials up to degree $p$ in space and up to degree $q$ in time defined on $I_{m}$ :

$$
S_{h}^{m}=\left\{v \in L^{2}\left(I_{m} ; S_{h}\right): v=\sum_{j=0}^{q} v_{j} t^{j}, v_{j} \in S_{h}\right\} .
$$

Definition 7.1. Let $y \in I_{m} \cup\left\{t_{m}\right\}$. We say that the function $U_{y} \in L^{2}\left(0, t_{m} ; S_{h}\right)$ is a continued approximate solution of problem (2.1) obtained by the QT-DG scheme if $\left.U_{y}\right|_{I_{l}}=\left.U\right|_{I_{l}}$ for $l=0, \ldots, m-1$, where $U$ is the space-time DG solution from Definition 3.5 and $\left.U_{y}\right|_{I_{m}} \in S_{h}^{m}$ satisfies

$$
\begin{equation*}
\int_{I_{m}(s)}\left(U_{y}^{\prime}, w\right)+\varepsilon A_{h}\left(U_{y}, w\right) \mathrm{d} t+Q_{s}^{m}\left[b_{h}\left(U_{y}, w\right)\right]+\left(\left\{U_{y}\right\}_{m-1}, w_{+}^{m-1}\right)=Q_{s}^{m}\left[\ell_{h}(w)\right] \quad \forall w \in S_{h}^{m} . \tag{7.2}
\end{equation*}
$$

Remark 7.2. We note that by taking $s=\tau$, or equivalently $y=t_{m}$, we get $\left.U_{y}\right|_{\left(0, t_{m}\right)}=\left.U\right|_{\left(0, t_{m}\right)}$, i.e. we obtain the original space-time DG solution on $\left(0, t_{m}\right)$. Specifically, by taking $y=T$, we get $U_{T}=U$ on the whole interval $(0, T)$. We note also that relation (7.2) provides naturally the definition of $U_{y}$ on $I_{m}(s)$. Since $\left.U_{y}\right|_{I_{m}}$ is a polynomial with respect to time, $U_{y}$ is uniquely defined on the remaining part of $I_{m}$ and corresponds to the natural prolongation of $\left.U_{y}\right|_{I_{m}(s)}$.

In order to prove existence, uniqueness and continuous dependence on $y$, we first need to establish monotonicity and Lipschitz continuity of the corresponding forms in (7.2). The same results can then be derived for (3.6) by taking $s:=\tau$. Let us denote the left- and right-hand side of (7.2) by

$$
\begin{aligned}
B_{s}^{m}(v, w) & =\int_{I_{m}(s)}\left(v^{\prime}, w\right)+\varepsilon A_{h}(v, w) \mathrm{d} t+Q_{s}^{m}\left[b_{h}(v, w)\right]+\left(v_{+}^{m-1}, w_{+}^{m-1}\right), \\
L_{s}^{m}(w) & =Q_{s}^{m}\left[\ell_{h}(w)\right]+\left(U_{-}^{m-1}, w_{+}^{m-1}\right) .
\end{aligned}
$$

Definition 7.3. We define the projection $P_{s}^{m}: C\left(\overline{I_{m}(s)} ; L^{2}(\Omega)\right) \rightarrow S_{h}^{m}$ by

$$
\begin{equation*}
\left(P_{s}^{m} v\right)\left(t_{m-1}+s \psi_{i}\right)=v\left(t_{m-1}+s \psi_{i}\right), \quad \forall i=0, \ldots, q . \tag{7.3}
\end{equation*}
$$

Furthermore, for any function $v \in S_{h}^{m}$ we denote

$$
\begin{equation*}
\tilde{v}(t)=P_{s}^{m}\left(\frac{s}{t-t_{m-1}} v(t)\right) . \tag{7.4}
\end{equation*}
$$

We point out that the relevant factors $\frac{s}{t_{m-1}+s \psi_{i}-t_{m-1}}=\frac{1}{\psi_{i}} \geq 1$. We have the following approximation properties of $P_{s}^{m}$ :
Lemma 7.4. Let $u \in W^{q+1, \infty}\left(H^{1}\right)$. Then

$$
\begin{aligned}
& \sup _{I_{m}(s)}\left\|P_{s}^{m} u-u\right\| \leq C s^{q+1} \sup _{I_{m}(s)}\left\|u^{(q+1)}\right\|, \\
& \sup _{I_{m}(s)}\left\|P_{s}^{m} u-u\right\| \leq C s^{q+1} \sup _{I_{m}(s)}\left\|u^{(q+1)}\right\|,
\end{aligned}
$$

where the constant $C$ does not depend on $s$.

Proof. The proof is an analogy to (e.g. [4], Thm. 3.1.5) for Bochner spaces. The result is also derived in the Appendix of [20].

We shall use following technical lemmas.

Lemma 7.5. For any $v \in S_{h}^{m}$ the following terms are equivalent with the equivalence constants depending only on $q$ :

$$
\sup _{I_{m}(s)}\|v\|^{2}, \quad \sup _{I_{m}(s)}\|\tilde{v}\|^{2}, \quad \frac{1}{s} \int_{I_{m}(s)}\|\tilde{v}\|^{2} \mathrm{~d} t .
$$

Proof. The proof follows immediately from the fact that $S_{h}^{m}$ has finite dimension.

Lemma 7.6. Let $v \in S_{h}^{m}$ and $\tilde{v}$ defined by (7.4). Then

$$
\int_{I_{m}(s)}\left(v^{\prime}, 2 \tilde{v}\right) \mathrm{d} t+\left(v_{+}^{m-1}, 2 \tilde{v}_{+}^{m-1}\right)=\|v(y)\|^{2}+\frac{1}{s} \int_{I_{m}(s)}\|\tilde{v}\|^{2} \mathrm{~d} t
$$

Proof. The proof can be made as a simple extension of ([1], Lem. 2.1), which describes the same result for scalar polynomials and on the unit time interval.

Lemma 7.7. Let $v \in S_{h}^{m}$ and $\tilde{v}$ be defined by (7.4), then

$$
0 \leq \int_{I_{m}(s)} A_{h}(v, v) \mathrm{d} t \leq \int_{I_{m}(s)} A_{h}(v, \tilde{v}) \mathrm{d} t
$$

Proof.

$$
\begin{aligned}
0 & \leq \int_{I_{m}(s)} A_{h}(v, v) \mathrm{d} t=Q_{s}^{m}\left[A_{h}(v, v)\right]=s \sum_{i=0}^{q} \omega_{i} A_{h}\left(v\left(t_{m-1}+s \psi_{i}\right), v\left(t_{m-1}+s \psi_{i}\right)\right) \\
& \leq s \sum_{i=0}^{q} \omega_{i} \frac{1}{\psi_{i}} A_{h}\left(v\left(t_{m-1}+s \psi_{i}\right), v\left(t_{m-1}+s \psi_{i}\right)\right)=Q_{s}^{m}\left[A_{h}(v, \tilde{v})\right]=\int_{I_{m}(s)} A_{h}(v, \tilde{v}) \mathrm{d} t
\end{aligned}
$$

since $1 / \psi_{i} \geq 1$.

Now we are ready to prove fundamental properties of the forms $B_{s}^{m}$ and $L_{s}^{m}$. We note that the mapping $v \rightarrow \tilde{v}$ is a bijection on $S_{h}^{m}$, therefore we can reformulate problem (7.2), i.e. $B_{s}^{m}\left(U_{s}, w\right)=L_{s}^{m}(w)$, for all $w \in S_{h}^{m}$ to the equivalent problem $B_{s}^{m}\left(U_{s}, \tilde{w}\right)=L_{s}^{m}(\tilde{w})$ for all $w \in S_{h}^{m}$. Hence for the purpose of proving existence and uniqueness of $U_{y}$, we can deal either with $B_{s}^{m}(.,$.$) or B_{s}^{m}\left(., .^{.}\right)$and similarly for $L_{s}^{m}$.

Lemma 7.8. Let $s \leq \tau \leq C_{1} h$, where $C_{1}$ is a suitable constant. Then the form $B_{s}^{m}\left(., \tilde{c}^{\sim}\right)$ is strongly monotone and Lipschitz continuous on $S_{h}^{m}$ with respect to the $L^{2}(\Omega)$-norm, with the monotonicity and Lipschitz constants independent of $s$. Furthermore, $L_{s}^{m}$ is bounded on this space, with norm uniformly bounded with respect to $s$ but depending on $\left\|U_{-}^{m-1}\right\|$.

Proof. To simplify the notation, all of the suprema in this proof are over the relevant interval $I_{m}(s)$.
(i) Monotonicity of $B_{s}^{m}$ : Let $v, w \in S_{h}^{m}$, then

$$
\begin{aligned}
B_{s}^{m}(v, \tilde{v}-\tilde{w})-B_{s}^{m}(w, \tilde{v}-\tilde{w})= & \int_{I_{m}(s)}\left(v^{\prime}-w^{\prime}, \tilde{v}-\tilde{w}\right)+\varepsilon A_{h}(v-w, \tilde{v}-\tilde{w}) \mathrm{d} t \\
& +Q_{s}^{m}\left[b_{h}(v, \tilde{v}-\tilde{w})-b_{h}(w, \tilde{v}-\tilde{w})\right]+\left(v_{+}^{0}-w_{+}^{0}, \tilde{v}_{+}^{0}-\tilde{w}_{+}^{0}\right) \\
\geq & \frac{1}{2}\|v(y)-w(y)\|^{2}+\frac{1}{2 s} \int_{I_{m}(s)}\|\tilde{v}-\tilde{w}\|^{2} \mathrm{~d} t+\varepsilon \int_{I_{m}(s)} A_{h}(v-w, v-w) \mathrm{d} t \\
& -C s \sup \|v-w\| \sup \|\tilde{v}-\tilde{w}\| \\
\geq & c \sup \|v-w\|^{2}-\frac{C}{h} s \sup \|v-w\| \sup \|\tilde{v}-\tilde{w}\| \\
\geq & \left(c-\frac{C s}{h}\right) \sup \|v-w\|^{2}
\end{aligned}
$$

where the constant $c$ comes from Lemma 7.5 and the generic constant $C$ comes from Lemmas 4.3 and 7.5. If $s \leq \tau \leq C_{1} h$ with a sufficiently small constant $C_{1}$, we obtain strong monotonicity with the monotonicity constant $M=c-\frac{C \tau}{h}$.
(ii) Lipschitz continuity of $B_{s}^{m}$ : Let $v, \bar{v}, w \in S_{h}^{m}$. We estimate individual terms in $B_{s}^{m}$ :

$$
\begin{aligned}
& \int_{I_{m}(s)}\left(v^{\prime}-\bar{v}^{\prime}, w\right) \mathrm{d} t+\left(v_{+}^{m-1}-\bar{v}_{+}^{m-1}, w_{+}^{m-1}\right) \leq s \sup \left\|v^{\prime}-\bar{v}^{\prime}\right\| \sup \|w\|+\sup \|v-\bar{v}\| \sup \|w\| \\
& \leq C \sup \|v-\bar{v}\| \sup \|w\| \\
& \varepsilon \int_{I_{m}(s)} A(v-\bar{v}, w) \mathrm{d} t \leq C \varepsilon \int_{I_{m}(s)}\|v-\bar{v}\|\|w\| \mathrm{d} t \leq C h^{-2} \operatorname{s\varepsilon } \sup \|v-\bar{v}\| \sup \|w\| \\
& Q_{s}^{m}[b(v, w)-b(\bar{v}, w)] \leq C Q_{s}^{m}[\|v-\bar{v}\|\|w\|] \leq C s h^{-1} \sup \|v-\bar{v}\| \sup \|w\|
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
& B_{s}^{m}(v, w)-B_{s}^{m}(\bar{v}, w) \leq C \sup \|v-\bar{v}\| \sup \|w\| \\
& B_{s}^{m}(v, \tilde{w})-B_{s}^{m}(\bar{v}, \tilde{w}) \leq C \sup \|v-\bar{v}\| \sup \|\tilde{w}\| \leq C \sup \|v-\bar{v}\| \sup \|w\|
\end{aligned}
$$

Here the resulting constants $C$ depend also on $\varepsilon, h, s$, however, for the sake of the existence and uniqueness proof, these may be considered as fixed quantities. Elsewhere, we can bound $s \leq \tau$ to obtain $s$-independence of the Lipschitz constant.
(iii) Boundedness of $L_{s}^{m}$ :

$$
\begin{aligned}
& L_{s}^{m}(v)=Q_{s}^{m}[\ell(v)]+\left(U_{-}^{m-1}, v_{+}^{m-1}\right) \leq s \sup \|g\| \sup \|v\|+\left\|U_{-}^{m-1}\right\| \sup \|v\| \leq C \sup \|v\| \\
& L_{s}^{m}(\tilde{v}) \leq C \sup \|\tilde{v}\| \leq C \sup \|v\|
\end{aligned}
$$

The constant $C$ in the resulting estimate depends also on $\left\|U_{-}^{m-1}\right\|$ and $s$, however by bounding $s \leq \tau$, we obtain $s$-independence of the boundedness constant.

Existence and uniqueness of the continued solution $U_{y}$ follows immediately from Lemma 7.8. We will also need uniform boundedness of $\left\|U_{y}\right\|$ and $\left\|U_{y}^{\prime}\right\|$ with respect to $t \in[0, y]$. The resulting boundedness constants depend on $\varepsilon$ and negative powers of $h$, however since the main goal is to prove continuous dependence of $U_{y}$ on $y$, this is not a problem.
Lemma 7.9. There exist constants $C_{1}, C_{2}>0$ independent of $h, \tau, t, \varepsilon$, such that the following holds. Let $h \in\left(0, h_{0}\right)$ and $\tau \in\left[0, \tau_{0}\right)$, where $\tau_{0}=\max \left\{C_{1} \varepsilon, C_{2} h\right\}$. Then $U_{y}$, the continued solution from Definition 7.1 exists, is uniquely determined and $\left\|U_{y}(t)\right\|,\left\|U_{y}^{\prime}(t)\right\|$ are uniformly bounded with respect to $t \in[0, y]$. Furthermore, for fixed $\left\|U_{-}^{m-1}\right\|$, the norms $\sup _{t \in I_{m}(s)}\left\|U_{y}(t)\right\|$, $\sup _{t \in I_{m}(s)}\left\|U_{y}^{\prime}(t)\right\|$ are uniformly bounded with respect to $y \in I_{m}$.

Proof. Remark 3.7 holds for $U_{y}$ as well, therefore, we can prove unique existence and boundedness of $U_{y}$ on each interval independently. From Lemma 7.8, we obtain existence and uniqueness of $U_{y}$.
(i) Boundedness of $U_{y}$ : Due to Lemma 7.8,

$$
M \sup _{I_{m}(s)}\left\|U_{y}\right\|^{2}=M \sup _{I_{m}(s)}\left\|U_{y}-0\right\|^{2} \leq B_{s}^{m}\left(U_{y}, \tilde{U}_{y}\right)-B_{s}^{m}\left(0, \tilde{U}_{y}\right)=B_{s}^{m}\left(U_{y}, \tilde{U}_{y}\right)=L_{s}^{m}\left(\tilde{U}_{y}\right) \leq C \sup _{I_{m}(s)}\left\|U_{y}\right\|
$$

Due to Lemma 7.8, all the constants involved are independent of $s$, hence $y$.
(ii) Boundedness of $U_{y}^{\prime}$ : setting $v(t)=\left(t-t_{m-1}\right) U_{y}^{\prime}(t) \in S_{h}^{m}$

$$
\int_{I_{m}(s)}\left(t-t_{m-1}\right)\left\|U_{y}^{\prime}\right\|^{2}+\left(t-t_{m-1}\right) \varepsilon A_{h}\left(U_{y}, U_{y}^{\prime}\right) \mathrm{d} t+Q_{s}^{m}\left[\left(t-t_{m-1}\right) b_{h}\left(U_{y}, U_{y}^{\prime}\right)\right]=Q_{s}^{m}\left[\left(t-t_{m-1}\right) \ell_{h}\left(U_{y}^{\prime}\right)\right]
$$

From this follows

$$
\begin{aligned}
c s \int_{I_{m}(s)}\left\|U_{y}^{\prime}\right\|^{2} \mathrm{~d} t & \leq \int_{I_{m}(s)}\left(t-t_{m-1}\right)\left\|U_{y}^{\prime}\right\|^{2} \mathrm{~d} t \\
& \leq-\int_{I_{m}(s)}\left(t-t_{m-1}\right) \varepsilon A_{h}\left(U_{y}, U_{y}^{\prime}\right) \mathrm{d} t-Q_{s}^{m}\left[\left(t-t_{m-1}\right) b_{h}\left(U_{y}, U_{y}^{\prime}\right)-\left(t-t_{m-1}\right) \ell_{h}\left(U_{y}^{\prime}\right)\right] \\
& \leq s \int_{I_{m}(s)} C \varepsilon h^{-2}\left\|U_{y}\right\|\left\|U_{y}^{\prime}\right\| \mathrm{d} t+s Q_{s}^{m}\left[\left(C h^{-1}\left\|U_{y}\right\|+C\right)\left\|U_{y}^{\prime}\right\|\right] \\
& =s \int_{I_{m}(s)}\left\|U_{y}^{\prime}\right\|\left(C \varepsilon h^{-2}\left\|U_{y}\right\|+C h^{-1}\left\|U_{y}\right\|+C\right) \mathrm{d} t \\
& \leq \frac{c s}{2} \int_{I_{m}(s)}\left\|U_{y}^{\prime}\right\|^{2} \mathrm{~d} t+C(\varepsilon, h) s^{2}
\end{aligned}
$$

where we have used Hölder's and Young's inequality in the last step. Since

$$
s \sup _{I_{m}(s)}\left\|U_{y}^{\prime}\right\|^{2} \leq C \int_{t_{m-1}}^{y}\left\|U_{y}^{\prime}\right\|^{2} \mathrm{~d} t
$$

we get the boundedness of $\left\|U_{y}^{\prime}\right\|$. Moreover, after cancellation of the term $s^{2}$ from the resulting estimate, we obtain $s$-independence of the upper bound.

Before we prove the main property of $U_{y}$, continuous dependence on $y$, we need one more technical lemma concerning the estimation of quadratures.

Lemma 7.10. Let $s, \bar{s} \in(0, \tau]$ and $m \in 1, \ldots, r$. Let $v, w \in S_{h}^{m}$. Then $|s-\bar{s}| \rightarrow 0$ implies

$$
\begin{aligned}
Q_{s}^{m}\left[b_{h}(v, w)\right]-Q_{\bar{s}}^{m}\left[b_{h}(v, w)\right] & \rightarrow 0, \\
Q_{s}^{m}\left[\ell_{h}(v)\right]-Q_{\bar{s}}^{m}\left[\ell_{h}(v)\right] & \rightarrow 0
\end{aligned}
$$

Proof. Let us assume $|s-\bar{s}| \rightarrow 0$. In order to simplify the notation of quadrature points, we shall set $s_{i}:=$ $t_{m-1}+s \psi_{i}$ and $\bar{s}_{i}:=t_{m-1}+\bar{s} \psi_{i}$. Then

$$
\begin{aligned}
Q_{s}^{m}\left[b_{h}(v, w)\right]-Q_{\bar{s}}^{m}\left[b_{h}(v, w)\right] & =\sum_{i=0}^{q}\left(\left.s \omega_{i} b_{h}(v, w)\right|_{s_{i}}-\left.\bar{s} \omega_{i} b_{h}(v, w)\right|_{\bar{s}_{i}}\right) \\
& =s \sum_{i=0}^{q} \omega_{i}\left(\left.b_{h}(v, w)\right|_{s_{i}}-\left.b_{h}(v, w)\right|_{\bar{s}_{i}}\right)+\left.\sum_{i=0}^{q}(s-\bar{s}) \omega_{i} b_{h}(v, w)\right|_{\bar{s}_{i}}
\end{aligned}
$$

and

$$
Q_{s}^{m}\left[\ell_{h}(v)\right]-Q_{\bar{s}}^{m}\left[\ell_{h}(v)\right]=\sum_{i=0}^{q}\left(\left.s \omega_{i} \ell_{h}(v)\right|_{s_{i}}-\left.\bar{s} \omega_{i} \ell_{h}(v)\right|_{\bar{s}_{i}}\right)=s \sum_{i=0}^{q} \omega_{i}\left(\left.\ell_{h}(v)\right|_{s_{i}}-\left.\ell_{h}(v)\right|_{\bar{s}_{i}}\right)+\left.\sum_{i=0}^{q}(s-\bar{s}) \omega_{i} \ell_{h}(v)\right|_{\bar{s}_{i}} .
$$

From continuity of $b_{h}(.,$.$) and v, w$ we get

$$
\left.b_{h}(v, w)\right|_{s_{i}}-\left.b_{h}(v, w)\right|_{\bar{s}_{i}} \rightarrow 0
$$

and since $\ell_{h}(v)=(g, v)$, where $g$ is continuous with respect to time, we get

$$
\left.\ell_{h}(v)\right|_{s_{i}}-\left.\ell_{h}(v)\right|_{\bar{s}_{i}} \rightarrow 0 .
$$

From boundedness of $\left.b_{h}(v, w)\right|_{\bar{s}_{i}}$ and $\left.\ell_{h}(v)\right|_{\bar{s}_{i}}$ we obtain $\left.(s-\bar{s}) \omega_{i} b_{h}(v, w)\right|_{\bar{s}_{i}} \quad \rightarrow \quad 0 \quad$ and $(s-\bar{s}) \omega_{i} \ell_{h}(v, w) \mid \bar{s}_{i} \rightarrow 0$.
Lemma 7.11. Let the assumptions of Lemma 7.9 hold. Then $U_{t_{m}}=\left.U\right|_{\left(0, t_{m}\right)}$ for all $m=0, \ldots, r$ and $U_{y}$ depends continuously on the parameter $y$ in the following sense:

$$
\begin{align*}
& \sup _{(0, \min (y, \bar{y}))}\left\|U_{y}-U_{\bar{y}}\right\| \rightarrow 0, \text { as }|y-\bar{y}| \rightarrow 0, \\
& \sup _{\left(t_{m-1}, y\right)}\left\|U_{y}-U_{-}^{m-1}\right\| \rightarrow 0, \text { as } y \rightarrow t_{m-1}+. \tag{7.5}
\end{align*}
$$

Proof. Let $y=t_{m-1}+s, \bar{y}=t_{m-1}+\bar{s}$ for some $m$. Without loss of generality, let $0<s<\bar{s} \leq \tau$. Since $U_{y}=U_{\bar{y}}=U$ on $\left(0, t_{m-1}\right)$, it is sufficient to prove the first relation only on $\left(t_{m-1}, y\right)$. Let us denote $w=U_{y}-U_{\bar{y}}$. Due to monotonicity of $B_{s}^{m}(., \tilde{)})$ and Lemma 7.10, we have

$$
\begin{aligned}
& M \sup _{\left(t_{m-1}, y\right)}\left\|U_{y}-U_{\bar{y}}\right\|^{2} \leq B_{s}^{m}\left(U_{y}, \tilde{w}\right)-B_{s}^{m}\left(U_{\bar{y}}, \tilde{w}\right)=L_{s}^{m}(\tilde{w})-L_{\bar{s}}^{m}(\tilde{w})+B_{\bar{s}}^{m}\left(U_{\bar{y}}, \tilde{w}\right)-B_{s}^{m}\left(U_{\tilde{y}}, \tilde{w}\right) \\
& \quad=\int_{t_{m-1}+s}^{t_{m-1}+\bar{s}}\left(U_{\bar{y}}^{\prime}, \tilde{w}\right)+\varepsilon A_{h}\left(U_{\bar{y}}, \tilde{w}\right) \mathrm{d} t+Q_{\bar{s}}^{m}\left[b_{h}\left(U_{\bar{y}}, \tilde{w}\right)\right]-Q_{s}^{m}\left[b_{h}\left(U_{\bar{y}}, \tilde{w}\right)\right]-Q_{\bar{s}}^{m}\left[\ell_{h}(\tilde{w})\right]+Q_{s}^{m}\left[\ell_{h}(\tilde{w})\right] .
\end{aligned}
$$

Since the terms in the integral are bounded, the integral tends to zero as $|s-\bar{s}| \rightarrow 0$. According to Lemma 7.10 the quadrature terms tend to zero as well. From this it follows that $\sup _{\left(t_{m-1}, y\right)}\left\|U_{s}-U_{\bar{s}}\right\| \rightarrow 0$ for $|s-\bar{s}| \rightarrow 0$.

It remains to prove the second formula in (7.5). Since $U_{y}$ is continuous on $\left(t_{m-1}, y\right)$, it is sufficient to prove $U_{y_{+}}^{m-1} \rightarrow U_{-}^{m-1}$ as $y \rightarrow t_{m-1}+$, i.e. $s \rightarrow 0+$ : Testing (7.2) with $w \equiv U_{y_{+}^{m-1}}-U_{-}^{m-1}$, we get

$$
\begin{aligned}
\int_{t_{m-1}}^{y} & \left(U_{y}^{\prime}, U_{y}{ }_{+}^{m-1}-U_{-}^{m-1}\right)+\varepsilon A_{h}\left(U_{y}, U_{y}{ }_{+}^{m-1}-U_{-}^{m-1}\right) \mathrm{d} t+Q_{s}^{m}\left[b\left(U_{y}, U_{y_{+}}^{m-1}-U_{-}^{m-1}\right)\right]+\left\|U_{y}^{m-1}-U_{-}^{m-1}\right\|^{2} \\
& =Q_{s}^{m}\left[\ell_{h}\left(U_{y_{+}}^{m-1}-U_{-}^{m-1}\right)\right] .
\end{aligned}
$$

Except for the last left-hand side term $\left\|U_{y_{+}^{m-1}}^{m}-U_{-}^{m-1}\right\|^{2}$, all remaining terms tend to zero as $s \rightarrow 0+$, therefore $\left\|U_{y_{+}}^{m-1}-U_{-}^{m-1}\right\|^{2}$ tends to zero as well.

### 7.2. Error estimates

As the final step we shall derive the error estimate of the continued solution at arbitrary time $t \in[0, T]$ which immediately implies the error estimate for the classical method.

As usual, we shall split the error $e_{y}(t)=U_{y}(t)-u(t)$ into two parts $e_{y}(t)=\xi_{y}(t)+\eta_{y}(t)$, where we define:

$$
\begin{aligned}
\left.\eta_{y}\right|_{I_{i}} & = \begin{cases}\left.\pi_{\tau}^{i} u\right|_{I_{i}}-\left.u\right|_{I_{i}}, & i=0, \ldots, m-1, \\
\left.\pi_{s}^{m} u\right|_{I_{m}}-\left.u\right|_{I_{m}}, & i=m,\end{cases} \\
\left.\xi_{y}\right|_{I_{i}} & = \begin{cases}\left.U_{y}\right|_{I_{i}}-\left.\pi_{\tau}^{i} u\right|_{I_{i}}, & i=0, \ldots, m-1, \\
\left.U_{y}\right|_{I_{m}}-\left.\pi_{s}^{m} u\right|_{I_{m}}, & i=m,\end{cases}
\end{aligned}
$$

where $\pi_{s}^{i}=P_{s}^{i} \Pi$. We have the following estimates for $\eta_{y}$ and $\xi_{y}$ :
Lemma 7.12. Let $u$ satisfy regularity assumptions (7.1). Then for all $v \in S_{h}^{m}$

$$
\begin{align*}
\sup _{I_{m}(s)}\left\|\eta_{y}\right\| & \leq C\left(h^{p+1}+s^{q+1}\right),  \tag{7.6}\\
Q_{s}^{m}\left[\left(\eta_{y}^{\prime}, v\right)\right]+\left(\left\{\eta_{y}\right\}_{m-1}, v_{+}^{m-1}\right) & \leq s C\left(h^{p+1}+s^{q+1}\right) \sup _{I_{m}(s)}\|v\| . \tag{7.7}
\end{align*}
$$

Proof. The estimate (7.6) follows directly from Lemmas 4.1 and 7.4. The estimate (7.7) is proved in ([21], Lem. 4).
Lemma 7.13. Let $u$ satisfy regularity assumptions (7.1). Then

$$
\begin{aligned}
& Q_{s}^{m}\left[b_{h}\left(u, \xi_{y}\right)-b_{h}\left(U_{y}, \xi_{y}\right)\right] \leq C s\left(1+\frac{\sup _{I_{m}(s)}\left\|U_{y}-u\right\|^{2}}{h^{2}}\right)\left(h^{2 p+1}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right), \\
& Q_{s}^{m}\left[b_{h}\left(u, \tilde{\xi}_{y}\right)-b_{h}\left(U_{y}, \tilde{\xi}_{y}\right)\right] \leq C s\left(1+\frac{\sup _{I_{m}(s)}\left\|U_{y}-u\right\|^{2}}{h^{2}}\right)\left(h^{2 p+1}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right) .
\end{aligned}
$$

Proof. The proof is analogical for both of these inequalities, so we will prove only the second (more difficult) one.

$$
\begin{aligned}
Q_{s}^{m}\left[b\left(u, \tilde{\xi}_{y}\right)-b\left(U_{y}, \tilde{\xi}_{y}\right)\right] & =\left.s \sum_{i=0}^{q} \omega_{i}\left(b_{h}\left(u, \tilde{\xi}_{y}\right)-b_{h}\left(U_{y}, \tilde{\xi}_{y}\right)\right)\right|_{t=t_{m-1}+s \psi_{i}} \\
& =\left.s \sum_{i=0}^{q} \omega_{i} \frac{1}{\psi_{i}}\left(b_{h}\left(u, U_{y}-\Pi_{s}^{m} u\right)-b_{h}\left(U_{y}, U_{y}-\Pi_{s}^{m} u\right)\right)\right|_{t=t_{m-1}+s \psi_{i}} \\
& \leq s \frac{1}{\psi_{0}} \sup _{I_{m}(s)}\left(b_{h}\left(u, U_{u}-\Pi_{s}^{m} u\right)-b_{h}\left(U_{y}, U_{u}-\Pi_{s}^{m} u\right)\right) .
\end{aligned}
$$

Now it is sufficient to apply Lemma 4.3.
Now, we shall prove the analogy to Lemmas 5.7 and 6.5.
Lemma 7.14. Let $p>d / 2$. Let $s \in(0, \tau]$ and $y=t_{m-1}+s$. If $\left\|e_{y}(t)\right\| \leq h^{1+d / 2}$ for $t \in[0, y]$, then

$$
\sup _{t \in[0, y]}\left\|e_{y}(t)\right\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}\right)
$$

where the constant $C_{T}$ is independent of $h, \tau, \varepsilon$.
Proof. Again, it is sufficient to estimate the error only on the last time interval $I_{m}(s)$, the previous ones are treated similarly. The error equation reads

$$
\begin{aligned}
\int_{I_{m}(s)}\left(\xi_{y}^{\prime}, v\right)+\varepsilon A_{h}\left(\xi_{y}, v\right) \mathrm{d} t+\left(\left\{\xi_{y}\right\}_{m-1}, v_{+}^{m-1}\right)= & Q_{s}^{m}\left[\varepsilon A_{h}\left(\eta_{y}, v\right)\right]-Q_{s}^{m}\left[\left(\eta_{y}^{\prime}, v\right)\right] \\
& -\left(\left\{\eta_{y}\right\}_{m-1}, v_{+}^{m-1}\right)+Q_{s}^{m}\left[b_{h}(u, v)-b_{h}\left(U_{y}, v\right)\right] .
\end{aligned}
$$

By setting $v=2 \xi_{y}$ we get

$$
\begin{aligned}
\left\|\xi_{y}(y)\right\|^{2}- & \left\|\xi_{y-}^{m-1}\right\|^{2}+\left\|\left\{\xi_{y}\right\}_{m-1}\right\|^{2}+2 \varepsilon \int_{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \mathrm{~d} t \\
\leq & C s \varepsilon\left(h^{2 p}+s^{2 q+2}\right)+\varepsilon \int_{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \mathrm{~d} t+s C\left(h^{p+1}+s^{q+1}\right) \sup _{I_{m}(s)}\left\|\xi_{y}\right\| \\
& +C s\left(1+\frac{\sup _{I_{m}(s)}\left\|U_{y}-u\right\|_{\infty}^{2}}{h^{2}}\right)\left(h^{2 p+1}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\left\|\xi_{y}(y)\right\|^{2}-\left\|\xi_{y-}^{m-1}\right\|^{2}+\varepsilon \int_{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \mathrm{~d} t \leq C s\left(1+\frac{\sup _{I_{m}(s)}\left\|U_{y}-u\right\|_{\infty}^{2}}{h^{2}}\right)\left(h^{2 p+1}+\varepsilon h^{2 p}+s^{2 q+2}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right) \tag{7.8}
\end{equation*}
$$

With the aid of Lemmas 7.5-7.7 we get

$$
\begin{align*}
c \sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2} & \leq \frac{1}{s} \int_{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \leq \int_{I_{m}(s)}\left(\xi_{y}^{\prime}, 2 \tilde{\xi}_{y}\right) \mathrm{d} t+\left(\xi_{y+}^{m-1}, 2 \tilde{\xi}_{y+}^{m-1}\right) \\
& \leq \int_{I_{m}(s)}\left(\xi_{y}^{\prime}, 2 \tilde{\xi}_{y}\right)+2 \varepsilon A_{h}\left(\xi_{y}, \tilde{\xi}_{y}\right) \mathrm{d} t+\left(\xi_{y+}^{m-1}, 2 \tilde{\xi}_{y+}^{m-1}\right) \tag{7.9}
\end{align*}
$$

By setting $v=2 \tilde{\xi}_{y}$ in the error equation we get

$$
\begin{align*}
& \int_{I_{m}(s)}\left(\xi_{y}^{\prime}, 2 \tilde{\xi}_{y}\right)+2 \varepsilon A_{h}\left(\xi_{y}, \tilde{\xi}_{y}\right) \mathrm{d} t+\left(\xi_{y+}^{m-1}, 2 \tilde{\xi}_{y+}^{m-1}\right) \\
& =Q_{s}^{m}\left[\varepsilon A_{h}\left(\eta_{y}, 2 \tilde{\xi}_{y}\right)\right]-Q_{s}^{m}\left[\left(\eta_{y}^{\prime}, 2 \tilde{\xi}_{y}\right)\right]-\left(\left\{\eta_{y}\right\}_{m-1}, 2 \tilde{\xi}_{y+}^{m-1}\right)+\left(\xi_{y-}^{m-1}, 2 \tilde{\xi}_{y+}^{m-1}\right)+Q_{s}^{m}\left[b\left(u, 2 \tilde{\xi}_{y}\right)-b\left(U_{y}, 2 \tilde{\xi}_{y}\right)\right] \\
& \leq C s \varepsilon\left(h^{2 p}+s^{2 q+2}\right)+\left(\xi_{y-}^{m-1}, 2 \tilde{\xi}_{y+}^{m-1}\right)+\varepsilon \int_{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \mathrm{~d} t+s C\left(h^{p+1}+s^{q+1}\right) \sup _{I_{m}(s)}\left\|\xi_{y}\right\| \\
& \quad+C s\left(1+\frac{\sup _{I_{m}(s)}\left\|U_{y}-u\right\|_{\infty}^{2}}{h^{2}}\right)\left(h^{2 p+1}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right) \\
& \leq C s\left(1+\frac{\sup _{I_{m}(s)}\left\|U_{y}-u\right\|_{\infty}^{2}}{h^{2}}\right)\left(h^{2 p+1}+\varepsilon h^{2 p}+s^{2 q+2}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right)+\frac{2 C}{c}\left\|\xi_{y-}^{m-1}\right\|^{2}+\frac{c}{4} \sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \tag{7.10}
\end{align*}
$$

where $\varepsilon \int_{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \mathrm{~d} t$ is estimated with the aid of (7.8).
Under the assumption $\|e(t)\| \leq h^{1+d / 2}$ inequality (7.8) can be simplified to

$$
\begin{equation*}
\left\|\xi_{y}(y)\right\|^{2}-\left\|\xi_{y-}^{m-1}\right\|^{2} \leq C s\left(h^{2 p+1}+\varepsilon h^{2 p}+s^{2 q+2}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right) \tag{7.11}
\end{equation*}
$$

and inequalities (7.9) and (7.10) give

$$
\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \leq \frac{C}{c} s\left(h^{2 p+1}+\varepsilon h^{2 p}+s^{2 q+2}+\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}\right)+\frac{2 C}{c^{2}}\left\|\xi_{y-}^{m-1}\right\|^{2}+\frac{1}{4} \sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2}
$$

If $s \leq \tau \leq c / 4 C$ than the last inequality can be simplified to

$$
\sup _{I_{m}(s)}\left\|\xi_{y}\right\|^{2} \leq h^{2 p+1}+\varepsilon h^{2 p}+s^{2 q+2}+\frac{4 C}{c^{2}}\left\|\xi_{y-}^{m-1}\right\|^{2}
$$

Substituting this estimate into (7.11), we get

$$
\|\xi(y)\|^{2}-\left\|\xi_{y-}^{m-1}\right\|^{2} \leq C s\left(h^{2 p+1}+\varepsilon h^{2 p}+s^{2 q+2}+\left\|\xi_{y-}^{m-1}\right\|^{2}\right)
$$

Similar estimates can be obtained on all previous time intervals. By application of the discrete Gronwall lemma we finish the proof.

Theorem 7.15. Let $p>1+d / 2$. Let $\tau_{0}$ be defined as in Lemma 7.9. Let $h \in\left(0, h_{0}\right)$ and $\tau_{1} \in\left(0, \tau_{0}\right)$ be such that

$$
C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}\right) \leq \frac{1}{16} h^{2+d}
$$

where $C_{T}$ is the constant from Lemma 7.14 independent of $h, \tau, \varepsilon$. Then the error of the $Q T-D G$ scheme satisfies

$$
\sup _{t \in[0, T]}\|e(t)\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}\right)
$$

Proof. Since the continuation $U_{y}(t)$ now depends on two variables, $y$ and $t$, we proceed more carefully. We define the propositional function $\varphi$ by

$$
\varphi(y) \equiv\left\{\max _{t \in[0, y]}\left\|e_{y}(t)\right\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}\right)\right\}
$$

Due to the approximation of the initial condition, $\varphi(0)$ holds trivially. We want to prove $\varphi(T)$. We will proceed by continuous induction, $c f$. [17]. For this we need to prove that

$$
\begin{align*}
& \text { (A) } \forall y \in[0, T) \exists \delta(y)>0: \varphi(y) \text { implies } \varphi(y+\delta), \forall \delta \in[0, \delta(y)]: y+\delta \in[0, T] \\
& \text { (B) } \forall y_{1}, y_{2} \in[0, T], y_{1}<y_{2}: \text { If } \varphi \text { holds on }\left(y_{1}, y_{2}\right) \text { then } \varphi\left(y_{2}\right) \text { holds. } \tag{7.12}
\end{align*}
$$

First we note, that due to the construction of $U, U_{y}$, it is sufficient to assume $y, y+\delta \in\left[t_{m-1}, t_{m}\right]$ and then proceed by induction with respect to $m=1, \ldots, r$. Our main tools will be the continuity of $U_{y}$ with respect to $y, c f$. Lemma 7.11, the uniform boundedness of $\left\|U_{y}^{\prime}(t)\right\|$ with respect to $t$ and $y, c f$. Lemma 7.9 and uniform continuity of $u$ from $\left[t_{m-1}, t_{m}\right]$ to $L^{2}(\Omega)$. Specifically, if $y \in\left[t_{m-1}, t_{m}\right)$ there exists $\delta(y)>0$ such that

$$
\begin{aligned}
\delta \in[0, \delta(y)], t \in[y, y+\delta] & \Longrightarrow\|u(y)-u(t)\| \leq \frac{1}{4} h^{1+d / 2} \\
\delta \in[0, \delta(y)] & \Longrightarrow \sup _{\left(t_{m-1}, y\right)}\left\|U_{y+\delta}-U_{y}\right\| \leq \frac{1}{4} h^{1+d / 2}
\end{aligned}
$$

Without loss of generality, $\delta(y)$ can be taken small enough so that $C \delta(y) \leq \frac{1}{4} h^{1+d / 2}$, where $C$ is the uniform bound for $\left\|U_{y}^{\prime}(t)\right\|$ from Lemma 7.9.

Induction step $(A)$ : Let us assume that $\varphi(y)$ holds. We want to prove that $\varphi(y+\delta)$ holds, where $\delta \in[0, \delta(y)]$. In other words, we want to estimate

$$
\begin{equation*}
\max _{t \in[0, y+\delta]}\left\|e_{y+\delta}(t)\right\|=\max \left\{\max _{t \in[0, y]}\left\|e_{y+\delta}(t)\right\|, \max _{t \in[y, y+\delta]}\left\|e_{y+\delta}(t)\right\|\right\} \tag{7.13}
\end{equation*}
$$

We estimate the first right-hand side term in (7.13) by

$$
\begin{align*}
& \max _{t \in[0, y]}\left\|e_{y+\delta}(t)\right\|=\max _{t \in[0, y]}\left\|U_{y+\delta}(t)-u(t)\right\| \leq \max _{t \in[0, y]}\left\|U_{y+\delta}(t)-U_{y}(t)\right\|+\max _{t \in[0, y]}\left\|U_{y}(t)-u(t)\right\| \\
& \quad=\max _{t \in\left[t_{m-1}, y\right]}\left\|U_{y+\delta}(t)-U_{y}(t)\right\|+\max _{t \in[0, y]}\left\|e_{y}(t)\right\| \leq \frac{1}{4} h^{1+d / 2}+C_{T} \sqrt{h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}} \leq \frac{1}{2} h^{1+d / 2} \tag{7.14}
\end{align*}
$$

by Lemma 7.11 and the induction assumption. As for the second right-hand side term in (7.13), we have

$$
\begin{align*}
& \max _{t \in[y, y+\delta]}\left\|e_{y+\delta}(t)\right\|=\max _{t \in[y, y+\delta]}\left\|U_{y+\delta}(t)-u(t)\right\| \\
& \quad \leq \max _{t \in[y, y+\delta]}\left\|U_{y+\delta}(t)-U_{y+\delta}(y)\right\|+\left\|U_{y+\delta}(y)-U_{y}(y)\right\|+\left\|U_{y}(y)-u(y)\right\|+\max _{t \in[y, y+\delta]}\|u(y)-u(t)\| \\
& \quad \leq \delta \max _{t \in\left[t_{m-1}, y\right]}\left\|U_{y+\delta}^{\prime}(t)\right\|+\max _{t \in[0, y]}\left\|U_{y+\delta}(t)-U_{y}(t)\right\|+\max _{t \in[0, y]}\left\|e_{y}(t)\right\|+\frac{1}{4} h^{1+d / 2} \\
& \quad \leq C \delta+\frac{1}{4} h^{1+d / 2}+C_{T} \sqrt{h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}}+\frac{1}{4} h^{1+d / 2} \leq h^{1+d / 2}, \tag{7.15}
\end{align*}
$$

due to Lemmas 7.9, 7.11 and the induction assumption. Collecting (7.13)-(7.15) gives us

$$
\begin{equation*}
\max _{t \in[0, y+\delta]}\left\|e_{y+\delta}(t)\right\| \leq h^{1+d / 2} \tag{7.16}
\end{equation*}
$$

Lemma 7.14 then gives us $\varphi(y+\delta)$.
Induction step $(B)$ : We prove $(B)$ in (7.12) by contradiction. Fix $y_{1}, y_{2} \in[0, T]$. Assume that for all $y \in\left(y_{1}, y_{2}\right)$ the statement $\varphi(y)$ holds, but $\varphi\left(y_{2}\right)$ is false. In other words assume that

$$
\begin{equation*}
\max _{t \in[0, y]}\left\|e_{y}(t)\right\|^{2} \leq C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}\right) \quad \text { and } \quad \max _{t \in\left[0, y_{2}\right]}\left\|e_{y_{2}}(t)\right\|^{2}>C_{T}^{2}\left(h^{2 p+1}+\varepsilon h^{2 p}+\tau^{2 q+2}\right) \tag{7.17}
\end{equation*}
$$

Therefore, after taking the square root,

$$
\begin{equation*}
\max _{t \in\left[0, y_{2}\right]}\left\|e_{y_{2}}(t)\right\|-\max _{t \in[0, y]}\left\|e_{y}(t)\right\| \geq c_{0}>0, \quad \text { for all } y \in\left(y_{1}, y_{2}\right) \tag{7.18}
\end{equation*}
$$

where $c_{0}>0$ is an appropriate constant independent of $y \in\left(y_{1}, y_{2}\right)$.
We can estimate by the triangle inequality

$$
\max _{t \in\left[y, y_{2}\right]}\left\|e_{y_{2}}(t)\right\| \leq\left\|e_{y_{2}}(y)\right\|+\max _{t \in\left[y, y_{2}\right]}\left\|e_{y_{2}}(t)-e_{y_{2}}(y)\right\| \leq \max _{t \in[0, y]}\left\|e_{y_{2}}(t)\right\|+C\left|y_{2}-y\right|
$$

since $u$ is uniformly continuous and $U_{y}^{\prime}(t)$ is uniformly bounded with respect to $y, t$. Therefore,

$$
\max _{t \in\left[0, y_{2}\right]}\left\|e_{y_{2}}(t)\right\| \leq \max \left\{\max _{t \in[0, y]}\left\|e_{y_{2}}(t)\right\|, \max _{t \in\left[y, y_{2}\right]}\left\|e_{y_{2}}(t)\right\|\right\} \leq \max _{t \in[0, y]}\left\|e_{y_{2}}(t)\right\|+C\left|y_{2}-y\right|
$$

Hence, the left-hand side of (7.18) can be estimated as

$$
\begin{align*}
\max _{t \in\left[0, y_{2}\right]} & \left\|e_{y_{2}}(t)\right\|-\max _{t \in[0, y]}\left\|e_{y}(t)\right\| \leq \max _{t \in[0, y]}\left\|e_{y_{2}}(t)\right\|+C\left|y_{2}-y\right|-\max _{t \in[0, y]}\left\|e_{y}(t)\right\| \\
& \leq \max _{t \in[0, y]}\left\|U_{y_{2}}(t)-U_{y}(t)\right\|+\max _{t \in[0, y]}\left\|U_{y}(t)-u(t)\right\|+C\left|y_{2}-y\right|-\max _{t \in[0, y]}\left\|e_{y}(t)\right\| \\
& =\max _{t \in[0, y]}\left\|U_{y_{2}}(t)-U_{y}(t)\right\|+C\left|y_{2}-y\right| \longrightarrow 0, \quad \text { as } y \rightarrow y_{2}, \tag{7.19}
\end{align*}
$$

which is a contradiction with (7.18), i.e. (7.17). Thus $(B)$ is proved, which completes the proof.

## 8. Conclusions

We have proved a priori error estimates for the discontinuous Galerkin method applied to a nonlinear timedependent singularly perturbed, convection-diffusion problem. The BDF-2, midpoint and quadrature version of the space-time DG scheme were analyzed. The main contribution of the paper is that $L^{\infty}\left(L^{2}\right)$-estimates are derived that are uniform with respect to the diffusion parameter $\varepsilon \rightarrow 0$ and valid even in the purely convective case $\varepsilon=0$. The paper extends the work [16], where similar estimates were derived for the space-semidiscretization and implicit Euler scheme as well as the paper [17], where similar estimates are obtained for the conforming finite element method. The basis of the technique is the idea of [24], where the analysis is carried out for an explicit Runge-Kutta scheme in time.

Similarly as in [16], the presented error analysis is based on construction of suitable continuations of the discrete solution with respect to time and performing, via induction. The resulting estimates are of the order $O\left(h^{p+1 / 2}+\varepsilon h^{p}+\tau^{4}\right)$ for the BDF-2 and midpoint schemes and $O\left(h^{p+1 / 2}+\varepsilon h^{p}+\tau^{q+1}\right)$ for $q$-order quadrature time-DG. The estimates are derived under the CFL-like $\tau=O(h)$ condition guaranteeing the unique existence and continuity of the continuation. Furthermore, the estimates are derived under the order condition $p>1+d / 2$, or $p>(1+d) / 2$ for $\varepsilon=0$, where $d$ is the spatial dimension of the problem.

Future work includes removing of the CFL and order conditions and extension to more difficult equations, e.g. nonlinear diffusion as in [15], derivation of optimal order $L^{\infty}\left(L^{2}\right)$-error estimates and analysis of other temporal discretizations, especially the space-time DG scheme without quadratures.
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## Chapter 5

## Nonlinear unsteady convection-diffusion problems in time-dependent domains

# STABILITY OF THE ALE SPACE-TIME DISCONTINUOUS GALERKIN METHOD FOR NONLINEAR CONVECTION-DIFFUSION PROBLEMS IN TIME-DEPENDENT DOMAINS ${ }^{\dagger}$ 

Monika Balázsová ${ }^{1}$, Miloslav Feistauer ${ }^{1, *}$ and Miloslav Vlasák ${ }^{1}$


#### Abstract

The paper is concerned with the analysis of the space-time discontinuous Galerkin method (STDGM) applied to the numerical solution of nonstationary nonlinear convection-diffusion initialboundary value problem in a time-dependent domain. The problem is reformulated using the arbitrary Lagrangian-Eulerian (ALE) method, which replaces the classical partial time derivative by the so-called ALE derivative and an additional convective term. The problem is discretized with the use of the ALEspace time discontinuous Galerkin method (ALE-STDGM). In the formulation of the numerical scheme we use the nonsymmetric, symmetric and incomplete versions of the space discretization of diffusion terms and interior and boundary penalty. The nonlinear convection terms are discretized with the aid of a numerical flux. The main attention is paid to the proof of the unconditional stability of the method. An important step is the generalization of a discrete characteristic function associated with the approximate solution and the derivation of its properties.
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## 1. Introduction

Most of the results on the solvability and numerical analysis of nonstationary partial differential equations (PDEs) are obtained under the assumption that a space domain $\Omega$ is independent of time $t$. However, problems in time-dependent domains $\Omega_{t}$ are important in a number of areas of science and technology. We can mention, for example, problems with moving boundaries, when the motion of the boundary $\partial \Omega_{t}$ is prescribed, or free boundary problems, when the motion of the boundary $\partial \Omega_{t}$ should be determined together with the solution of the PDEs in consideration. This is particularly the case of fluid-structure interaction (FSI), when the flow is solved in a domain deformed due to the coupling with an elastic structure.

There are various approaches to the solution of problems in time-dependent domains as, for example, fictitious domain method, see [43], or immersed boundary method, see [10]. A very popular technique is the arbitrary Lagrangian-Eulerian (ALE) method based on a suitable one-to-one ALE mapping of the reference domain $\Omega_{\mathrm{ref}}$ onto the current configuration $\Omega_{t}$. It is usually applied in connection with conforming finite element space

[^2]discretization and combined with the time discretization by the use of a backward difference formula (BDF). From a wide literature we mention, e.g., the works [22,39, 41, 42]. This method is analyzed theoretically for linear parabolic convection-diffusion initial-boundary value problems. Paper [35] investigates the stability of the ALE-conforming finite element method. In $[4,36]$ error estimates for the ALE-conforming finite element method are derived.

In the numerical solution of compressible flow, it is suitable to apply the discontinuous Galerkin method (DGM) for the space discretization. It is based on piecewise polynomial approximations over finite element meshes, in general discontinuous on interfaces between neighbouring elements. This method was applied to the solution of compressible flow first in [8] and then in [9]. It enables us to get a good resolution of boundary and internal layers (including shock waves and contact discontinuities) and has been used for the solution of various types of flow problems, see $[19,26,32]$. Theory of the space discretization by the discontinuous Galerkin method is a subject of a number of works. We cite only some of them: $[2,3,13,18,21,34,38,40,46,47,52]$. It is also possible to refer to the monograph [20] containing a number of references.

In the cited works, the time discretization is carried out with the aid of the BDF of the first or second order. One possibility to construct a higher order method in time is the application of the DGM in time. This technique uses a piecewise polynomial approximation in time, in general discontinuous at discrete time instants that form a partition in a time interval. This method was used for time discretization combined with conforming finite elements for the space discretization of linear parabolic equations in $[1,17,23-25,48-50]$.

By the combination of the DGM in space and time we get the space-time discontinuous Galerkin method (STDGM). This method was theoretically analyzed in [7, 14, 20, 29, 33, 53]. In [28, 44], the BDF-DGM and STDGM is applied to linear and nonlinear dynamic elasticity problems. One of the advantages of the STDGM is the possibility to use different meshes on different time levels.

The mentioned methods have also been extended to the numerical solution of initial-boundary value problems in time-dependent domains using the ALE method. The ALE method combined with the space DGM and BDF in time (ALE-DGM-BDF) was applied with success to interaction of compressible flow with elastic structures in $[15,30,37,44]$. In [16], the ALE-STDGM is applied to the simulation of flow induced airfoil vibrations and the results are compared with the ALE-DGM-BDF approach. It appears that the ALE-STDGM is more robust and accurate. Here we can cite the important work [51] dealing with the space-time DGM to the solution of inviscid compressible flows. The approach in this paper consideres the time variable equivalent to the space variables and uses meshes formed by space-time four-dimensional elements. It allows to use different meshes in different time slabs. This paper also discusses the relation of the presented technique with the ALE method. The method analyzed in the following parts of our paper consideres time and space variables separately in contrast to [51]. Moreover, we deal with a problem containing diffusion, which should be analogy to the compressible Navier-Stokes equations.

The ALE-time discontinuous Galerkin semidiscretization of a linear parabolic convection-diffusion problem is analyzed in $[11,12]$. Both papers assume that the transport velocity is divergence free and consider homogeneous Dirichlet boundary condition. In [11], the stability of the ALE-time DGM is proved and [12] is devoted to the error estimation. Papers $[5,6]$ are concerned with the stability analysis of the ALE-STDGM applied to a linear convection-diffusion initial-boundary value problem, and to the case with nonlinear convection and diffusion, respectively. In both cases nonhomogeneous Dirichlet boundary conditions and piecewise linear DG time discretization are used.

In the present paper we extend the results from [5]. We deal with the stability analysis of the ALE-STDGM with arbitrary polynomial degree in space as well as in time, applied to a scalar nonstationary nonlinear convection-diffusion problem equipped with initial condition and nonhomogeneous Dirichlet boundary condition. This problem can be considered as a simplified prototype of the compressible Navier-Stokes system. The ALE-STDGM analyzed here corresponds to the technique used in $[16,28]$ for the numerical simulation of airfoil vibrations induced by compressible flow. (The construction of the ALE mapping is described very briefly. It is hidden in the computer program.)

We present here a new formulation of the problem and technique of theoretical analysis in contrast to [5]. In [5] we proved the unconditional stability of the ALE-STDGM with arbitrary polynomial degree in space, but only linear approximation in time. Moreover, in [5] the standard ALE method prescribed globally in the whole time interval was used (see also $[11,12,22,35,36,39,41]$ ). In the present paper we apply a different ALE technique that can use different meshes with different numbers of elements in different time levels. We assume that the ALE mapping is prescribed for each time slab separately.

In the analysis presented in this paper it was necessary to overcome a number of various difficult obstacles. An important tool in our theory is the concept of the discrete characteristic function introduced in [17] in the framework of the time DGM applied to a linear parabolic problem. In $[7,14]$ the discrete characteristic function was generalized in connection with the STDGM for nonlinear parabolic problems in fixed domains. An important new and original result contained in the present paper is the extension of the discrete characteristic function and the proof of its properties in the case of the ALE-STDGM in time-dependent domains. On the basis of a technical analysis we obtain an unconditional stability of this method represented by a bound of the approximate solution in terms of data without any limitation of the time step in dependence on the size of the triangulations.

In Section 2 we formulate the continuous problem. Section 3 is devoted to the ALE space-time discretization. We describe here triangulations, ALE mappings and introduce important function spaces and concepts. Then an approximate solution is defined. Section 4 deals with the stability analysis. First some auxiliary results are presented. Then we introduce important estimates and the generalized concept of the discrete characteristic function. An important part is devoted to the derivation of its properties. Finally, the last part presents the proof of unconditional stability of the ALE-STDGM.

## 2. Formulation of the continuous problem

In what follows, we shall use the standard notation $L^{2}(\omega)$ for the Lebesgue space, $W^{k, p}(\omega), H^{k}(\omega)=W^{k, 2}(\omega)$ for the Sobolev spaces over a bounded domain $\omega \subset \mathbb{R}^{d}, d=2,3$, and the Bochner spaces $L^{\infty}(0, T ; X)$ with a Banach space $X$ and

$$
W^{1, \infty}\left(0, T ; W^{1, \infty}\left(\Omega_{t}\right)\right)=\left\{f \in L^{\infty}\left(0, T ; W^{1, \infty}\left(\Omega_{t}\right)\right) ; \mathrm{d} f / \mathrm{d} t \in L^{\infty}\left(0, T ; W^{1, \infty}\left(\Omega_{t}\right)\right)\right\},
$$

where $\mathrm{d} f / \mathrm{d} t$ denotes here the distributional derivative.
If $X$ is a Banach (Hilbert) space, then its norm (scalar product) will be denoted by $\|\cdot\|_{X}\left((\cdot, \cdot)_{X}\right)$. By $|\cdot|_{X}$ we denote a seminorm in $X$. For simplicity we use the notation $\|\cdot\|_{L^{2}(\omega)}=\|\cdot\|_{\omega},(\cdot, \cdot)_{L^{2}(\omega)}=(\cdot, \cdot)_{\omega}$ and $\|\cdot\|_{L^{2}(\partial \omega)}=\|\cdot\|_{\partial \omega}$.

We shall be concerned with an initial-boundary value nonlinear convection-diffusion problem in a timedependent bounded domain $\Omega_{t} \subset \mathbb{R}^{d}$, where $t \in[0, T], T>0$ : Find a function $u=u(x, t)$ with $x \in \Omega_{t}, t \in(0, T)$ such that

$$
\begin{align*}
\frac{\partial u}{\partial t}+\sum_{s=1}^{d} \frac{\partial f_{s}(u)}{\partial x_{s}}-\operatorname{div}(\beta(u) \nabla u) & =g \quad \text { in } \quad \Omega_{t}, t \in(0, T)  \tag{2.1}\\
u & =u_{D} \quad \text { on } \quad \partial \Omega_{t}, t \in(0, T)  \tag{2.2}\\
u(x, 0) & =u^{0}(x), \quad x \in \Omega_{0} \tag{2.3}
\end{align*}
$$

We assume that $f_{s} \in C^{1}(\mathbb{R}), f_{s}(0)=0$,

$$
\begin{equation*}
\left|f_{s}^{\prime}\right| \leq L_{f}, \quad s=1, \ldots, d \tag{2.4}
\end{equation*}
$$

where the constant $L_{f}$ does not depend on $u$. Moreover we assume that function $\beta$ is bounded and Lipschitzcontinuous:

$$
\begin{array}{r}
\beta: \mathbb{R} \rightarrow\left[\beta_{0}, \beta_{1}\right], \quad 0<\beta_{0}<\beta_{1}<\infty, \\
\left|\beta\left(u_{1}\right)-\beta\left(u_{2}\right)\right| \leq L_{\beta}\left|u_{1}-u_{2}\right| \quad \forall u_{1}, u_{2} \in \mathbb{R} . \tag{2.6}
\end{array}
$$

Problem (2.1)-(2.3) can be reformulated with the aid of the so-called arbitrary Lagrangian-Eulerian (ALE) method. A standard ALE formulation is based on an ALE mapping prescribed globally in the whole time interval $[0, T]$. It is based on a regular one-to-one ALE mapping of the reference configuration $\Omega_{\text {ref }}$ onto the current configuration $\Omega_{t}$ :

$$
\begin{equation*}
\mathcal{A}_{t}: \bar{\Omega}_{\mathrm{ref}} \rightarrow \bar{\Omega}_{t}, \quad X \in \bar{\Omega}_{\mathrm{ref}} \rightarrow x=\mathcal{A}_{t}(X) \in \bar{\Omega}_{t}, \quad t \in[0, T] . \tag{2.7}
\end{equation*}
$$

Usually it is assumed that $\Omega_{\mathrm{ref}}=\Omega_{0}$, as in cf., e.g., [5,11, 12, 22, 35, 36, 39, 41]. However, in this case it is impossible to use different space partitions in different time slabs, which allows the STDGM. Therefore, we shall proceed as is described in the next section.

The transformation of the partial differential equation (2.1) into the ALE form is based on the following concepts. We introduce the domain velocity

$$
\begin{equation*}
\tilde{\boldsymbol{z}}(X, t)=\frac{\partial}{\partial t} \mathcal{A}_{t}(X), \boldsymbol{z}(x, t)=\tilde{\boldsymbol{z}}\left(\mathcal{A}_{t}^{-1}(x), t\right), t \in[0, T], X \in \Omega_{\mathrm{ref}}, x \in \Omega_{t}, \tag{2.8}
\end{equation*}
$$

and define the ALE derivative $D_{t} f=D f / D t$ of a function $f=f(x, t)$ for $x \in \Omega_{t}$ and $t \in[0, T]$ as

$$
\begin{equation*}
D_{t} f(x, t)=\frac{D}{D t} f(x, t)=\frac{\partial \tilde{f}}{\partial t}(X, t), \tag{2.9}
\end{equation*}
$$

where $\tilde{f}(X, t)=f\left(\mathcal{A}_{t}(X), t\right), X \in \Omega_{\mathrm{ref}}$, and $x=\mathcal{A}_{t}(X) \in \Omega_{t}$. The use of the chain rule yields the relation

$$
\begin{equation*}
\frac{D f}{D t}=\frac{\partial f}{\partial t}+\boldsymbol{z} \cdot \nabla f \tag{2.10}
\end{equation*}
$$

which allows us to reformulate problem (2.1)-(2.3) in the ALE form: Find $u=u(x, t)$ with $x \in \Omega_{t}, t \in(0, T)$ such that

$$
\begin{align*}
\frac{D u}{D t}+\sum_{s=1}^{d} \frac{\partial f_{s}(u)}{\partial x_{s}}-\boldsymbol{z} \cdot \nabla u-\operatorname{div}(\beta(u) \nabla u) & =g \quad \text { in } \Omega_{t}, t \in(0, T),  \tag{2.11}\\
u & =u_{D} \quad \text { on } \partial \Omega_{t}, t \in(0, T),  \tag{2.12}\\
u(x, 0) & =u^{0}(x), \quad x \in \Omega_{0} . \tag{2.13}
\end{align*}
$$

## 3. ALE-Space time discretization

In the time interval $[0, T]$ we consider a partition $0=t_{0}<t_{1}<\cdots<t_{M}=T$ and set $\tau_{m}=t_{m}-$ $t_{m-1}, I_{m}=\left(t_{m-1}, t_{m}\right), \bar{I}_{m}=\left[t_{m-1}, t_{m}\right]$ for $m=1, \ldots, M, \tau=\max _{m=1, \ldots, M} \tau_{m}$. We assume that $\tau \in(0, \bar{\tau})$, where $\bar{\tau}>0$. The space-time discontinuous Galerkin method (STDGM) has an advantage that on every time interval $\bar{I}_{m}=\left[t_{m-1}, t_{m}\right]$ it is possible to consider a different space partition (i.e. triangulation) - see, e.g. [14,20]. Here we also use this possibility for the application of the STDGM in the framework of the ALE method. It allows us to consider an ALE mapping separately on each time interval $\left[t_{m-1}, t_{m}\right)$ for $m=1, \ldots, M$ and the resulting ALE mapping in $[0, T]$ may be discontinuous at time instants $t_{m}, m=1, \ldots, M-1$. This means that one-sided limits $\mathcal{A}_{\left(t_{m}-\right)} \neq \mathcal{A}_{\left(t_{m}+\right)}$ in general. Similarly the same may hold for the approximate solution. This means that we deal with a new generalized ALE technique based on the STDGM. To this end, we introduce the following notation.

### 3.1. ALE mappings and triangulations

For every $m=1, \ldots, M$ we consider a standard conforming triangulation $\hat{\mathcal{T}}_{h, t_{m-1}}$ in $\Omega_{t_{m-1}}$, where $h \in(0, \bar{h})$ and $\bar{h}>0$. This triangulation is formed by a finite number of closed triangles $(d=2)$ or tetrahedra $(d=3)$ with disjoint interiors. We assume that the domain $\Omega_{t_{m-1}}$ is polygonal (polyhedral). Further, for each $m=1, \ldots, M$ we introduce a one-to-one ALE mapping

$$
\begin{equation*}
\mathcal{A}_{h, t}^{m-1}: \bar{\Omega}_{t_{m-1}} \xrightarrow{\text { onto }} \bar{\Omega}_{t} \text { for } t \in\left[t_{m-1}, t_{m}\right), h \in(0, \bar{h}) . \tag{3.1}
\end{equation*}
$$

We assume that $\mathcal{A}_{h, t}^{m-1}$ is in space a piecewise affine mapping on the triangulation $\hat{\mathcal{T}}_{h, t_{m-1}}$, continuous in space variable $X \in \Omega_{t_{m-1}}$ and in time $t \in\left[t_{m-1}, t_{m}\right)$ and $\mathcal{A}_{h, t_{m-1}}^{m-1}=\mathrm{Id}$ (identical mapping). Hence, we assume that all domains $\Omega_{t}$ are polygonal (polyhedral). For every $t \in\left[t_{m-1}, t_{m}\right.$ ) we define the conforming triangulation

$$
\begin{equation*}
\mathcal{T}_{h, t}=\left\{K=\mathcal{A}_{h, t}^{m-1}(\hat{K}) ; \hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}\right\} \text { in } \Omega_{t} . \tag{3.2}
\end{equation*}
$$

This means that every domain $\Omega_{t_{m}-1}$ represents a reference configuration for the ALE mapping $\mathcal{A}_{t}^{m-1}$ with $t \in I_{m}$. It is important that this mapping is not an approximation of some regular mapping of $\Omega_{0}$ onto $\Omega_{t}$, as is standard in other works.

At $t=t_{m}$ we define the one-sided limit $\mathcal{A}_{h, t_{m}-}^{m-1}$, introduce the triangulation

$$
\mathcal{T}_{h, t_{m}-}=\left\{\mathcal{A}_{h, t_{m}-}^{m-1}(\hat{K}) ; \hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}\right\} \text { in } \bar{\Omega}_{t_{m}}
$$

and suppose that

$$
\begin{equation*}
\mathcal{A}_{h, t_{m}}^{m-1}\left(\bar{\Omega}_{t_{m-1}}\right)=\bar{\Omega}_{t_{m}} . \tag{3.3}
\end{equation*}
$$

We have $\mathcal{T}_{h, t_{m-1}}=\hat{\mathcal{T}}_{h, t_{m-1}}$, but in general, $\mathcal{T}_{h, t_{m}-} \neq \hat{\mathcal{T}}_{h, t_{m}}$.
As we see, for every $t \in[0, T]$ we may have a family $\left\{\mathcal{T}_{h, t}\right\}_{h \in(0, \bar{h})}$ of triangulations of the domain $\Omega_{t}$. Triangulations $\hat{\mathcal{T}}_{h, t_{m-1}}$ and $\hat{\mathcal{T}}_{h, t_{m}}$ have different structure and, in general, different number of cells. Triangulations $\mathcal{T}_{h, t}$ and $\mathcal{T}_{h, t_{m}-}$ have the same structure as $\mathcal{T}_{h, t_{m-1}}$ for $t \in\left[t_{m-1}, t_{m}\right]$, but starting from $\hat{\mathcal{T}}_{h, t_{m}}$ the structure of $\mathcal{T}_{h, t}$ for $t \in\left[t_{m}, t_{m+1}\right]$, may be different from the structure of $\mathcal{T}_{h, t}$ for $t \in\left[t_{m-1}, t_{m}\right]$.

In what follows, for the sake of simplicity, we use the notation $\mathcal{A}_{t}$ for the ALE mapping defined in $\bigcup_{m=1}^{M} I_{m}$ so that

$$
\begin{equation*}
\mathcal{A}_{t}(X)=\mathcal{A}_{h, t}^{m-1}(X) \quad \text { for } X \in \bar{\Omega}_{t_{m-1}}, t \in \bar{I}_{m}, m=1, \ldots, M, h \in(0, \bar{h}) . \tag{3.4}
\end{equation*}
$$

The symbol $\mathcal{A}_{t}^{-1}$ will denote the inverse to $\mathcal{A}_{t}$. This means that $\mathcal{A}_{t}^{-1}: \bar{\Omega}_{t} \xrightarrow{\text { onto }} \bar{\Omega}_{t_{m-1}}$ for $t \in \bar{I}_{m}, m=1, \ldots, M$.

### 3.2. Discrete function spaces

In what follows, for every $m=1, \ldots, M$ we consider the space

$$
\begin{equation*}
S_{h}^{p, m-1}=\left\{\varphi \in L^{2}\left(\Omega_{t_{m-1}}\right) ;\left.\varphi\right|_{\hat{K}} \in P^{p}(\hat{K}) \forall \hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}\right\}, \tag{3.5}
\end{equation*}
$$

where $p \geq 1$ is an integer and $P^{p}(\hat{K})$ is the space of all polynomials on $\hat{K}$ of degree $\leq p$. Now for every $t \in \bar{I}_{m}$ we define the space

$$
\begin{equation*}
S_{h}^{t, p, m-1}=\left\{\varphi \in L^{2}\left(\Omega_{t}\right) ; \varphi \circ \mathcal{A}_{h, t}^{m-1} \in S_{h}^{p, m-1}\right\} . \tag{3.6}
\end{equation*}
$$

It is possible to see that

$$
\begin{equation*}
S_{h}^{t, p, m-1}=\left\{\varphi \in L^{2}\left(\Omega_{t}\right) ;\left.\varphi\right|_{K} \in P^{p}(K) \forall K \in \mathcal{T}_{h, t}\right\} . \tag{3.7}
\end{equation*}
$$

Of course, $S_{h}^{t_{m}, p, m-1} \neq S_{h}^{p, m}$ in general.
Further, let $p, q \geq 1$ be integers. By $P^{q}\left(I_{m} ; S_{h}^{p, m-1}\right)$ we denote the space of mappings of the time interval $I_{m}$ into the space $S_{h}^{p, m-1}$ which are polynomials of degree $\leq q$ in time. We set

$$
\begin{equation*}
S_{h, \tau}^{p, q}=\left\{\varphi ; \varphi\left(\mathcal{A}_{h, t}^{m-1}(X), t\right)=\sum_{i=0}^{q} \vartheta_{i}(X) t^{i}, \quad \vartheta_{i} \in S_{h}^{p, m-1}, X \in \Omega_{t_{m-1}}, t \in \bar{I}_{m}, m=1, \ldots, M\right\} \tag{3.8}
\end{equation*}
$$

An approximate solution of problem (2.11)-(2.13) and test functions will be elements of the space $S_{h, \tau}^{p, q}$. By $D_{t}$ we denote the ALE derivative defined by (2.9) for $t \in \bigcup_{m=1}^{M} I_{m}$.

### 3.3. Some notation and important concepts

Over a triangulation $\mathcal{T}_{h, t}$, for each positive integer $k$, we define the broken Sobolev space

$$
H^{k}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)=\left\{v ;\left.v\right|_{K} \in H^{k}(K) \quad \forall K \in \mathcal{T}_{h, t}\right\}
$$

equipped with the seminorm

$$
|v|_{H^{k}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)}=\left(\sum_{K \in \mathcal{T}_{h, t}}|v|_{H^{k}(K)}^{2}\right)^{1 / 2}
$$

where $|\cdot|_{H^{k}(K)}$ denotes the seminorm in the space $H^{k}(K)$.
By $\mathcal{F}_{h, t}$ we denote the system of all faces of all elements $K \in \mathcal{T}_{h, t}$. It consists of the set of all inner faces $\mathcal{F}_{h, t}^{I}$ and the set of all boundary faces $\mathcal{F}_{h, t}^{B}: \mathcal{F}_{h, t}=\mathcal{F}_{h, t}^{I} \cup \mathcal{F}_{h, t}^{B}$. Each $\Gamma \in \mathcal{F}_{h, t}$ will be associated with a unit normal vector $\mathbf{n}_{\Gamma}$. By $K_{\Gamma}^{(L)}$ and $K_{\Gamma}^{(R)} \in \mathcal{T}_{h, t}$ we denote the elements adjacent to the face $\Gamma \in \mathcal{F}_{h, t}^{I}$. Moreover, for $\Gamma \in \mathcal{F}_{h, t}^{B}$ the element adjacent to this face will be denoted by $K_{\Gamma}^{(L)}$. We shall use the convention, that $\mathbf{n}_{\Gamma}$ is the outer normal to $\partial K_{\Gamma}^{(L)}$.

If $v \in H^{1}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)$ and $\Gamma \in \mathcal{F}_{h, t}$, then $v_{\Gamma}^{(L)}$ and $v_{\Gamma}^{(R)}$ will denote the traces of $v$ on $\Gamma$ from the side of elements $K_{\Gamma}^{(L)}$ and $K_{\Gamma}^{(R)}$, respectively. We set $h_{K}=\operatorname{diam} K$ for $K \in \mathcal{T}_{h, t}, h(\Gamma)=\operatorname{diam} \Gamma$ for $\Gamma \in \mathcal{F}_{h, t}$ and $\langle v\rangle_{\Gamma}=\frac{1}{2}\left(v_{\Gamma}^{(L)}+v_{\Gamma}^{(R)}\right),[v]_{\Gamma}=v_{\Gamma}^{(L)}-v_{\Gamma}^{(R)}$, for $\Gamma \in \mathcal{F}_{h, t}^{I}$. Moreover, by $\rho_{K}$ we denote the diameter of the largest ball inscribed into $K \in \mathcal{T}_{h, t}$.

### 3.4. Discretization

First we introduce the space semidiscretization of problem (2.11)-(2.13). We assume that $u$ is a sufficiently smooth solution of our problem. If we choose an arbitrary but fixed $t \in(0, T)$, multiply equation (2.11) by a test function $\varphi \in H^{2}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)$, integrate over any element $K$ and finally sum over all elements $K \in \mathcal{T}_{h, t}$, then for $t \in I_{m}$ we get

$$
\begin{align*}
\sum_{K \in \mathcal{T}_{h, t}} \int_{K} \frac{D u}{D t} \varphi \mathrm{~d} x & +\sum_{K \in \mathcal{T}_{h, t}} \int_{K} \sum_{s=1}^{d} \frac{\partial f_{s}(u)}{\partial x_{s}} \varphi \mathrm{~d} x  \tag{3.9}\\
& -\sum_{K \in \mathcal{T}_{h, t}} \int_{K} \sum_{s=1}^{d} z_{s} \frac{\partial u}{\partial x_{s}} \varphi \mathrm{~d} x-\sum_{K \in \mathcal{T}_{h, t}} \int_{K} \operatorname{div}(\beta(u) \nabla u) \varphi \mathrm{d} x=\sum_{K \in \mathcal{T}_{h, t}} \int_{K} g \varphi \mathrm{~d} x .
\end{align*}
$$

Applying Green's theorem to the convection and diffusion terms, introducing the concept of a numerical flux and suitable expressions mutually vanishing, after some manipulation we arrive at the identity

$$
\begin{equation*}
\left(D_{t} u, \varphi\right)+A_{h}(u, \varphi, t)+b_{h}(u, \varphi, t)+d_{h}(u, \varphi, t)=l_{h}(\varphi, t) \tag{3.10}
\end{equation*}
$$

where the forms appearing here are defined for $u, \varphi \in H^{2}\left(\Omega_{t}, \mathcal{T}_{h, t}\right), \theta \in \mathbb{R}$ and $c_{W}>0$ in the following way

$$
\begin{align*}
a_{h}(u, \varphi, t):= & \sum_{K \in \mathcal{T}_{h, t}} \int_{K} \beta(u) \nabla u \cdot \nabla \varphi \mathrm{~d} x  \tag{3.11}\\
& -\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \int_{\Gamma}\left(\langle\beta(u) \nabla u\rangle \cdot \mathbf{n}_{\Gamma}[\varphi]+\theta\langle\beta(u) \nabla \varphi\rangle \cdot \mathbf{n}_{\Gamma}[u]\right) \mathrm{d} S \\
& -\sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma}\left(\beta(u) \nabla u \cdot \mathbf{n}_{\Gamma} \varphi+\theta \beta(u) \nabla \varphi \cdot \mathbf{n}_{\Gamma} u-\theta \beta(u) \nabla \varphi \cdot \mathbf{n}_{\Gamma} u_{D}\right) \mathrm{d} S, \\
J_{h}(u, \varphi, t):= & c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} h(\Gamma)^{-1} \int_{\Gamma}[u][\varphi] \mathrm{d} S+c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} h(\Gamma)^{-1} \int_{\Gamma} u \varphi \mathrm{~d} S,  \tag{3.12}\\
J_{h}^{B}(u, \varphi, t):= & c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} h(\Gamma)^{-1} \int_{\Gamma} u \varphi \mathrm{~d} S,  \tag{3.13}\\
A_{h}(u, \varphi, t):= & a_{h}(u, \varphi, t)+\beta_{0} J_{h}(u, \varphi, t),  \tag{3.14}\\
b_{h}(u, \varphi, t):= & -\sum_{K \in \mathcal{T}_{h, t}} \int_{K} \sum_{s=1}^{d} f_{s}(u) \frac{\partial \varphi}{\partial x_{s}} \mathrm{~d} x  \tag{3.15}\\
& +\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \int_{\Gamma} H\left(u_{\Gamma}^{(L)}, u_{\Gamma}^{(R)}, \mathbf{n}_{\Gamma}\right)[\varphi] \mathrm{d} S+\sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma} H\left(u_{\Gamma}^{(L)}, u_{\Gamma}^{(L)}, \mathbf{n}_{\Gamma}\right) \varphi \mathrm{d} S, \\
d_{h}(u, \varphi, t):= & -\sum_{K \in \mathcal{T}_{h, t}} \int_{K} \sum_{s=1}^{d} z_{s} \frac{\partial u}{\partial x_{s}} \varphi \mathrm{~d} x=-\sum_{K \in \mathcal{T}_{h, t}} \int_{K}(\boldsymbol{z} \cdot \nabla u) \varphi \mathrm{d} x,  \tag{3.16}\\
l_{h}(\varphi, t):= & \sum_{K \in \mathcal{T}_{h, t}} \int_{K} g \varphi \mathrm{~d} x+\beta_{0} c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} h(\Gamma)^{-1} \int_{\Gamma} u_{D} \varphi \mathrm{~d} S . \tag{3.17}
\end{align*}
$$

Let us note that in integrals over faces we omit the subscript $\Gamma$ of $\langle\cdot\rangle$ and $[\cdot]$. We consider $\theta=1, \theta=0$ and $\theta=-1$ and get the symmetric (SIPG), incomplete (IIPG) and nonsymmetric (NIPG) variants of the approximation of the diffusion terms, respectively.

In (3.15), $H$ is a numerical flux with the following properties:
(H1) $H(u, v, \mathbf{n})$ is defined in $\mathbb{R}^{2} \times B_{1}$, where $B_{1}=\left\{\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{R}^{d} ;|\mathbf{n}|=1\right\}$, and is Lipschitzcontinuous with respect to $u, v$ : there exists $L_{H}>0$ such that

$$
\left|H(u, v, \mathbf{n})-H\left(u^{*}, v^{*}, \mathbf{n}\right)\right| \leq L_{H}\left(\left|u-u^{*}\right|+\left|v-v^{*}\right|\right), \text { for all } u, v, u^{*}, v^{*} \in \mathbb{R} .
$$

(H2) $H$ is consistent: $H(u, u, \mathbf{n})=\sum_{s=1}^{d} f_{s}(u) n_{s}, \quad u \in \mathbb{R}, \mathbf{n} \in B_{1}$,
(H3) $\quad H$ is conservative: $H(u, v, \mathbf{n})=-H(v, u,-\mathbf{n}), \quad u, v \in \mathbb{R}, \mathbf{n} \in B_{1}$.
In what follows, in the stability analysis we shall use the properties (H1) and (H2). (Assumption (H3) is important for error estimation, but here it is not necessary.)

For a function $\varphi$ defined in $\bigcup_{m=1}^{M} I_{m}$ we denote

$$
\begin{equation*}
\varphi_{m}^{ \pm}=\varphi\left(t_{m} \pm\right)=\lim _{t \rightarrow t_{m} \pm} \varphi(t), \quad\{\varphi\}_{m}=\varphi\left(t_{m}+\right)-\varphi\left(t_{m}-\right), \tag{3.18}
\end{equation*}
$$

if the one-sided limits $\varphi_{m}^{ \pm}$exist.
Now we define an ALE-STDG approximate solution of problem (2.11)-(2.13).

Definition 3.1. A function $U$ is an approximate solution of problem (2.11)-(2.13), if $U \in S_{h, \tau}^{p, q}$ and

$$
\begin{align*}
\int_{I_{m}}\left(\left(D_{t} U, \varphi\right)_{\Omega_{t}}\right. & \left.+A_{h}(U, \varphi, t)+b_{h}(U, \varphi, t)+d_{h}(U, \varphi, t)\right) \mathrm{d} t  \tag{3.19}\\
& +\left(\{U\}_{m-1}, \varphi_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}=\int_{I_{m}} l_{h}(\varphi, t) \mathrm{d} t \quad \forall \varphi \in S_{h, \tau}^{p, q}, \quad m=1, \ldots, M \\
U_{0}^{-} & \in S_{h}^{p, 0}, \quad\left(U_{0}^{-}-u^{0}, v_{h}\right)=0 \quad \forall v_{h} \in S_{h}^{p, 0} \tag{3.20}
\end{align*}
$$

(For $m=1$ we set $\{U\}_{m-1}=\{U\}_{0}:=U_{0}^{+}-U_{0}^{-}$with $U_{0}^{-}$given by (3.20)).
The ALE-STDG numerical method (3.19)-(3.20) was applied in $[16,44]$ to the numerical simulation of a compressible flow in time-dependent domains and fluid-structure interaction.

## 4. Analysis of The stability

In what follows we shall be concerned with the numerical solution of the ALE problem (2.11)-(2.13) by the space-time discontinuous Galerkin method. In the theoretical analysis a number of various constants will appear. Some important constants in main assertions will be denoted by $C_{L 1}, C_{L 1}^{*}, C_{L 1}^{* *}$, etc. in Lemma 4.1, $C_{L 2}$, etc. in Lemma 4.2, etc. and $C_{T 1}, C_{T 1}^{*}, C_{T 2}, C_{T 2}^{*}$, etc. in Theorems 4.1, 4.2, etc. Further, we use special notation of constants appearing in properties of various structures, e.g. $L_{f}, L_{\beta}, L_{H}, c_{R}$, etc. Inside proofs, constants are denoted locally by $c, c_{1}, c_{2}, c^{*}$ etc. The aim of this notation is to increase the readability of the paper and to show the relations between individual theorems and lemmas.

### 4.1. Some auxiliary results

As was mentioned in Section 3.1, for each $t \in[0, T]$ we consider a system of triangulations $\left\{\mathcal{T}_{h, t}\right\}_{h \in(0, \bar{h})}$. We assume that these systems are uniformly shape regular. This means that there exists a positive constant $c_{R}$, independent of $K, t$ and $h$ such that

$$
\begin{align*}
& \frac{h_{K}}{\rho_{K}} \leq c_{R}  \tag{4.1}\\
& \text { for all } K \in \mathcal{T}_{h, t}, h \in(0, \bar{h}), t \in\left[t_{m-1}, t_{m}\right] \\
& \tau_{m} \leq \tau \in(0, \bar{\tau}),
\end{align*}
$$

By $\left(\mathcal{A}_{h, t}^{m-1}\right)^{-1}$ we denote the inverse to the mapping $\mathcal{A}_{h, t}^{m-1}$. The symbols $\frac{\mathrm{d} \mathcal{A}_{h, t}^{m-1}}{\mathrm{~d} X}$ and $\frac{\mathrm{d}\left(\mathcal{A}_{h, t}^{m-1}\right)^{-1}}{\mathrm{~d} x}$ denote the Jacobian matrices of $\mathcal{A}_{h, t}^{m-1}$ and $\left(\mathcal{A}_{h, t}^{m-1}\right)^{-1}$, respectively. The entries of $\frac{\mathrm{d} \mathcal{A}_{h, t}^{m-1}}{\mathrm{~d} X}$ and $\frac{\mathrm{d}\left(\mathcal{A}_{h, t}^{m-1}\right)^{-1}}{\mathrm{~d} x}$ are constant on every element $\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}$ and $K \in \mathcal{T}_{h, t}$, respectively. Moreover, we define the Jacobians $J(X, t)=$ $\operatorname{det} \frac{\mathrm{d} \mathcal{A}_{h, t}^{m-1}(X)}{\mathrm{d} X}, X \in \Omega_{t_{m-1}}$, and $J^{-1}(x, t)=\operatorname{det} \frac{\mathrm{d}\left(\mathcal{A}_{h, t}^{m-1}(x)\right)^{-1}}{\mathrm{~d} x}, x \in \Omega_{t}$. The Jacobians $J$ and $J^{-1}$ are piecewise constant over $\hat{\mathcal{T}}_{h, t_{m-1}}$ and $\mathcal{T}_{h, t}$, respectively. The constant value of $J$ on $\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}$ and of $J^{-1}$ on $K \in \mathcal{T}_{h, t}$ will be denoted by $J_{\hat{K}}$ and $J_{K}^{-1}$, respectively. Of course, these terms depend on $t$ and, hence, $J_{\hat{K}}=J_{\hat{K}}(t)$ and $J_{K}^{-1}=J_{K}^{-1}(t)$.

In what follows, we assume that

$$
\begin{equation*}
\mathcal{A}_{h, t}^{m-1} \in W^{1, \infty}\left(I_{m} ; W^{1, \infty}\left(\Omega_{t_{m-1}}\right)\right), \quad m=1, \ldots, M, h \in(0, \bar{h}) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A_{h, t}^{m-1}\right)^{-1} \in W^{1, \infty}\left(I_{m} ; W^{1, \infty}\left(\Omega_{t}\right)\right), \quad m=1, \ldots M, h \in(0, \bar{h}) \tag{4.3}
\end{equation*}
$$

Obviously, we have $J \in W^{1, \infty}\left(I_{m} ; L^{\infty}\left(\Omega_{t_{m-1}}\right)\right)$, $J^{-1} \in W^{1, \infty}\left(I_{m} ; L^{\infty}\left(\Omega_{t}\right)\right)$. Since $\mathcal{A}_{h, t_{m-1}}^{m-1}$ is the identical mapping and, hence, $J\left(X, t_{m-1}\right)=1$, we assume that there exist constants $C_{J}^{-}, C_{J}^{+}>0$ such that the Jacobians
satisfy the conditions

$$
\begin{align*}
& C_{J}^{-} \leq J(X, t) \leq C_{J}^{+}, \quad X \in \bar{\Omega}_{t_{m-1}}, t \in \bar{I}_{m}, m=1, \ldots, M, h \in(0, \bar{h})  \tag{4.4}\\
& \left(C_{J}^{+}\right)^{-1} \leq J^{-1}(x, t) \leq\left(C_{J}^{-}\right)^{-1}, \quad x \in \bar{\Omega}_{t}, t \in \bar{I}_{m}, m=1, \ldots, M, h \in(0, \bar{h})
\end{align*}
$$

Finally, there exist constants $C_{A}^{-}, C_{A}^{+}>0$ such that

$$
\begin{gather*}
\left\|\frac{\mathrm{d} \mathcal{A}_{h, t}^{m-1}(X)}{\mathrm{d} X}\right\| \leq C_{A}^{+}, X \in \bar{\Omega}_{t_{m-1}}, t \in \bar{I}_{m}, m=1, \ldots, M, h \in(0, \bar{h}),  \tag{4.5}\\
\left\|\frac{\mathrm{d}\left(\mathcal{A}_{h, t}^{m-1}\right)^{-1}(x)}{\mathrm{d} x}\right\| \leq C_{A}^{-}, x \in \bar{\Omega}_{t}, t \in \bar{I}_{m}, m=1, \ldots, M, h \in(0, \bar{h}) \tag{4.6}
\end{gather*}
$$

where $\|\cdot\|$ is the matrix norm induced by the Euclidean norm $|\cdot|$ in $\mathbb{R}^{d}$.
The above assumptions imply the following properties of the domain velocity: There exists a constant $c_{z}>0$ such that

$$
\begin{equation*}
|\boldsymbol{z}(x, t)|,|\operatorname{div} \boldsymbol{z}(x, t)| \leq c_{z} \quad \text { for } x \in \Omega_{t}, t \in(0, T) \tag{4.7}
\end{equation*}
$$

Under assumption (4.1), the multiplicative trace inequality and the inverse inequality hold: There exist constants $c_{M}, c_{I}>0$ independent of $v, h, t$ and $K$ such that

$$
\begin{align*}
& \|v\|_{L^{2}(\partial K)}^{2} \leq c_{M}\left(\|v\|_{L^{2}(K)}|v|_{H^{1}(K)}+h_{K}^{-1}\|v\|_{L^{2}(K)}^{2}\right)  \tag{4.8}\\
& v \in H^{1}(K), K \in \mathcal{T}_{h, t}, h \in(0, \bar{h}), t \in[0, T]
\end{align*}
$$

and

$$
\begin{equation*}
|v|_{H^{1}(K)} \leq c_{I} h_{K}^{-1}\|v\|_{L^{2}(K)}, \quad v \in P^{p}(K), K \in \mathcal{T}_{h, t}, h \in(0, \bar{h}), t \in[0, T] . \tag{4.9}
\end{equation*}
$$

In the space $H^{1}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)$ we define the norm

$$
\begin{equation*}
\|\varphi\|_{\mathrm{DG}, t}=\left(\sum_{K \in \mathcal{T}_{h, t}}|\varphi|_{H^{1}(K)}^{2}+J_{h}(\varphi, \varphi, t)\right)^{1 / 2} \tag{4.10}
\end{equation*}
$$

Moreover, over $\partial \Omega$ we define the norm

$$
\begin{equation*}
\left\|u_{D}\right\|_{\mathrm{DGB}, t}=\left(c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} h(\Gamma)^{-1} \int_{\Gamma}\left|u_{D}\right|^{2} \mathrm{~d} S\right)^{1 / 2}=\left(J_{h}^{B}\left(u_{D}, u_{D}, t\right)\right)^{1 / 2} \tag{4.11}
\end{equation*}
$$

If we use $\varphi:=U$ as a test function in (3.19), we get the basic identity

$$
\begin{align*}
\int_{I_{m}}\left(\left(D_{t} U, U\right)_{\Omega_{t}}\right. & \left.+A_{h}(U, U, t)+b_{h}(U, U, t)+d_{h}(U, U, t)\right) \mathrm{d} t  \tag{4.12}\\
& +\left(\{U\}_{m-1}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}=\int_{I_{m}} l_{h}(U, t) \mathrm{d} t
\end{align*}
$$

In what follows we need to estimate each term in (4.12). These estimates are summarized in Section 4.2. The skipped proofs can be found in [5]. They are based on the multiplicative trace inequality (4.8), inverse inequality (4.9), Young's inequality and assumptions (2.5) on the function $\beta$.

These estimates, apart from another, produce a problematic term $\int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t$, which we need to estimate in terms of data. To overcome this difficulty we generalize the concept of discrete characteristic function in timedependent domains. In Theorem 4.1 we prove the continuity of the previously defined discrete characteristic function in $\|\cdot\|_{\Omega_{t}}$ and $\|\cdot\|_{\text {DG }, t}$ norms.

Then, in Theorems 4.2 and 4.3 we apply estimates from Section 4.2 to the basic identity (4.12). In Lemmas 4.6-4.10 we estimate similar terms in Section 4.2 , but the test function (second variable) is replaced by the discrete characteristic function. Using these lemmas and properties of the discrete characteristic function proved in Theorem 4.1, we finally estimate the problematic term $\int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t$ in terms of data in Theorem 4.4.

Using this key result from Theorem 4.4 and the discrete Gronwall inequality from Lemma 4.11, the unconditional stability of the method is proved in Theorem 4.5.

### 4.2. Important estimates

Here we estimate the forms from (4.12). The proofs can be carried out in a similar way as in [5]. For a sufficiently large constant $c_{W}$ we obtain the coercivity of the diffusion and penalty terms.

## Lemma 4.1. Let

$$
\begin{align*}
& c_{W} \geq \frac{\beta_{1}^{2}}{\beta_{0}^{2}} c_{M}\left(c_{I}+1\right) \quad \text { for } \quad \theta=-1(\mathrm{NIPG})  \tag{4.13}\\
& c_{W} \geq \frac{\beta_{1}^{2}}{\beta_{0}^{2}} c_{M}\left(c_{I}+1\right) \quad \text { for } \quad \theta=0(\mathrm{IIPG})  \tag{4.14}\\
& c_{W} \geq \frac{16 \beta_{1}^{2}}{\beta_{0}^{2}} c_{M}\left(c_{I}+1\right) \quad \text { for } \quad \theta=1(\mathrm{SIPG}) \tag{4.15}
\end{align*}
$$

Then

$$
\begin{equation*}
\int_{I_{m}}\left(a_{h}(U, U, t)+\beta_{0} J_{h}(U, U, t)\right) \mathrm{d} t \geq \frac{\beta_{0}}{2} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t-\frac{\beta_{0}}{2} \int_{I_{m}}\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \mathrm{~d} t . \tag{4.16}
\end{equation*}
$$

Further, we estimate the convection terms and the right-hand side form:

Lemma 4.2. For each $k_{1}, k_{2}, k_{3}>0$ there exists a constant $c_{b}, c_{d}>0$ such that we have

$$
\begin{align*}
\int_{I_{m}}\left|b_{h}(U, U, t)\right| \mathrm{d} t \leq & \frac{\beta_{0}}{2 k_{1}} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t+c_{b} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t  \tag{4.17}\\
\int_{I_{m}}\left|d_{h}(U, U, t)\right| \mathrm{d} t \leq & \frac{\beta_{0}}{2 k_{2}} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t+\frac{c_{d}}{2 \beta_{0}} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t  \tag{4.18}\\
\int_{I_{m}}\left|l_{h}(U, t)\right| \mathrm{d} t \leq & \frac{1}{2} \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\|U\|_{\Omega_{t}}^{2}\right) \mathrm{d} t  \tag{4.19}\\
& +\frac{\beta_{0} k_{3}}{2} \int_{I_{m}}\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \mathrm{~d} t+\frac{\beta_{0}}{2 k_{3}} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t
\end{align*}
$$

Finally we need to estimate the term with the ALE derivative:

Lemma 4.3. It holds that

$$
\begin{align*}
\int_{I_{m}}\left(D_{t} U, U\right)_{\Omega_{t}} \mathrm{~d} t & \geq \frac{1}{2}\left(\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2}-\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}-c_{z} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t\right)  \tag{4.20}\\
\left(\{U\}_{m-1}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}} & =\frac{1}{2}\left(\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}+\left\|\{U\}_{m-1}\right\|_{\Omega_{t_{m-1}}}^{2}-\left\|U_{m-1}^{-}\right\|_{{\Omega_{t}}}^{2}\right)  \tag{4.21}\\
\int_{I_{m}}\left(D_{t} U, U\right)_{\Omega_{t}} \mathrm{~d} t & +\left(\{U\}_{m-1}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}  \tag{4.22}\\
& \geq \frac{1}{2}\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2}+\frac{1}{2}\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}-\frac{c_{z}}{2} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t-\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}} .
\end{align*}
$$

Proof. We start with the first inequality. We have

$$
\begin{equation*}
\int_{I_{m}}\left(D_{t} U, U\right)_{\Omega_{t}} \mathrm{~d} t=\int_{I_{m}} \sum_{K \in \mathcal{T}_{h, t}}\left(D_{t} U, U\right)_{K} \mathrm{~d} t \tag{4.23}
\end{equation*}
$$

By virtue of relation (3.2), the Reynolds transport theorem (see, e.g. [27] or [1]) and relation (2.10), we get

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{K} U^{2}(x, t) \mathrm{d} x & =\int_{K}\left(\frac{\partial U^{2}(x, t)}{\partial t}+\boldsymbol{z}(x, t) \cdot \nabla\left(U^{2}(x, t)\right)+U^{2}(x, t) \operatorname{div} \boldsymbol{z}(x, t)\right) \mathrm{d} x  \tag{4.24}\\
& =\int_{K}\left(2 U(x, t)\left(\frac{\partial U(x, t)}{\partial t}+\boldsymbol{z}(x, t) \cdot \nabla U(x, t)\right)+U^{2}(x, t) \operatorname{div} \boldsymbol{z}(x, t)\right) \mathrm{d} x \\
& =2\left(D_{t} U, U\right)_{K}+\left(U^{2}, \operatorname{div} \boldsymbol{z}\right)_{K} .
\end{align*}
$$

Expressing $\left(D_{t} U, U\right)_{K}$, summing over $K \in \mathcal{T}_{h, t}$ and integrating over $I_{m}$ together with assumption (4.7) yield

$$
\begin{align*}
\int_{I_{m}}\left(D_{t} U, U\right)_{\Omega_{t}} \mathrm{~d} t & =\frac{1}{2} \int_{I_{m}} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega_{t}} U^{2} \mathrm{~d} x \mathrm{~d} t-\frac{1}{2} \int_{I_{m}}\left(U^{2}, \operatorname{div} \boldsymbol{z}\right)_{\Omega_{t}} \mathrm{~d} t  \tag{4.25}\\
& \geq \frac{1}{2}\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2}-\frac{1}{2}\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}-\frac{c_{z}}{2} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t
\end{align*}
$$

which gives (4.20).
Further, by a simple manipulation we find that

$$
2\left(U_{m-1}^{+}-U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}=\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}+\left\|\{U\}_{m-1}\right\|_{\Omega_{t_{m-1}}}^{2}-\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2},
$$

which immediately implies (4.21).
Concerning inequality (4.22), from (4.25) we get

$$
\begin{aligned}
\int_{I_{m}}\left(D_{t} U, U\right)_{\Omega_{t}} \mathrm{~d} t & +\left(\{U\}_{m-1}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}} \\
& =\frac{1}{2}\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2}-\frac{1}{2}\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}-\frac{1}{2} \int_{I_{m}}\left(U^{2}, \operatorname{div} \boldsymbol{z}\right)_{\Omega_{t}} \mathrm{~d} t+\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}-\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}} \\
& \geq \frac{1}{2}\left(\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2}+\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}-c_{z} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t\right)-\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}},
\end{aligned}
$$

which proves the lemma.

### 4.3. Discrete characteristic function

In our further considerations, the concept of a discrete characteristic function will play an important role, which is generalized to time-dependent domains.

For $m=1, \ldots, M$ we use the following notation: $U=U(x, t), x \in \Omega_{t}, t \in I_{m}$ will denote the approximate solution in $\Omega_{t}$, and $\tilde{U}=\tilde{U}(X, t)=U\left(\mathcal{A}_{t}(X), t\right), X \in \Omega_{t_{m-1}} t \in I_{m}$ denotes the approximate solution transformed to the reference domain $\Omega_{t_{m-1}}$.

For $s \in I_{m}$ we denote $\tilde{\mathcal{U}}_{s}=\tilde{\mathcal{U}}_{s}(X, t), X \in \Omega_{t_{m-1}}, t \in I_{m}$, the discrete characteristic function to $\tilde{U}$ at a point $s \in I_{m}$. It is defined as $\tilde{\mathcal{U}}_{s} \in P^{q}\left(I_{m} ; S_{h}^{p, m-1}\right)$ such that

$$
\begin{align*}
& \int_{I_{m}}\left(\tilde{\mathcal{U}}_{s}, \varphi\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t=\int_{t_{m-1}}^{s}(\tilde{U}, \varphi)_{\Omega_{t_{m-1}}} \mathrm{~d} t \quad \forall \varphi \in P^{q-1}\left(I_{m} ; S_{h}^{p, m-1}\right) \text {, }  \tag{4.26}\\
& \tilde{\mathcal{U}}_{s}\left(X, t_{m-1}{ }^{+}\right)=\tilde{U}\left(X, t_{m-1}{ }^{+}\right), X \in \Omega_{t_{m-1}} . \tag{4.27}
\end{align*}
$$

The existence and uniqueness of the discrete characteristic function satisfying (4.26) and (4.27) is proved in the monograph [20]. Further, we introduce the discrete characteristic function $\mathcal{U}_{s}=\mathcal{U}_{s}(x, t), x \in \Omega_{t}, t \in I_{m}$ to $U \in S_{h, \tau}^{p, q}$ at a point $s \in I_{m}:$

$$
\begin{equation*}
\mathcal{U}_{s}(x, t)=\tilde{\mathcal{U}}_{s}\left(\mathcal{A}_{t}^{-1}(x), t\right), x \in \Omega_{t}, t \in I_{m} . \tag{4.28}
\end{equation*}
$$

Hence, in view of (3.8), $\mathcal{U}_{s} \in S_{h, \tau}^{p, q}$ and for $X \in \Omega_{t_{m-1}}$ we have

$$
\begin{equation*}
\mathcal{U}_{s}\left(X, t_{m-1}+\right)=U\left(X, t_{m-1}+\right) . \tag{4.29}
\end{equation*}
$$

In what follows, we prove some important properties of the discrete characteristic function. Namely, we prove that the discrete characteristic function mapping $U \rightarrow \mathcal{U}_{s}$ is continuous with respect of the norms $\|\cdot\|_{L^{2}\left(\Omega_{t}\right)}$ and $\|\cdot\|_{\mathrm{DG}, t}$. In the proof we use a result from [7] for the discrete characteristic function on a reference domain: There exists a constant $\tilde{c}_{C H}^{(1)}>0$ depending on $q$ only such that

$$
\begin{equation*}
\int_{I_{m}}\left\|\tilde{\mathcal{U}}_{s}\right\|_{\Omega_{t_{m-1}}}^{2} \mathrm{~d} t \leq \tilde{c}_{C H}^{(1)} \int_{I_{m}}\|\tilde{U}\|_{\Omega_{t_{m-1}}}^{2} \mathrm{~d} t \tag{4.30}
\end{equation*}
$$

for all $m=1, \ldots, M$ and $h \in(0, \bar{h})$.
Lemma 4.4. There exist constants $C_{L 4}^{*}, C_{L 4}^{* *}>0$ such that

$$
\begin{equation*}
C_{L 4}^{*} h(\hat{\Gamma})^{-1} \leq h(\Gamma)^{-1} \leq C_{L 4}^{* *} h(\hat{\Gamma})^{-1} \tag{4.31}
\end{equation*}
$$

for all $\hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}, \Gamma=\mathcal{A}_{t}(\hat{\Gamma}) \in \mathcal{F}_{h, t}$ and all $t \in \bar{I}_{m}, m=1, \ldots, M, h \in(0, \bar{h})$.
Proof. We use the relation between $\Gamma$ and $\hat{\Gamma}$ and the properties (4.5) and (4.6) of the mappings $\mathcal{A}_{t}$ and $\mathcal{A}_{t}^{-1}$. We also take into account that $\hat{\Gamma} \subset \hat{K}$ for some $\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}, \Gamma \subset K=\mathcal{A}_{t}(\hat{K}) \in \mathcal{T}_{h, t}$ and that the Jacobian matrices $\frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}$ and $\frac{\mathrm{d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}$ are constant on $\hat{K}$ and $K$, respectively. Then we can write

$$
\begin{aligned}
h(\Gamma) & =\operatorname{diam}(\Gamma)=\max _{x, x^{*} \in \Gamma}\left|x-x^{*}\right|=\max _{X, X^{*} \in \hat{\Gamma}}\left|\mathcal{A}_{t}(X)-\mathcal{A}_{t}\left(X^{*}\right)\right| \\
& \leq \max _{X \in \hat{\Gamma}}\left\|\frac{\mathrm{~d} \mathcal{A}_{t}(X)}{\mathrm{d} X}\right\|_{X, X^{*} \in \hat{\Gamma}}\left|X-X^{*}\right| \leq C_{A}^{+} \max _{X, X^{*} \in \hat{\Gamma}}\left|X-X^{*}\right|=C_{A}^{+} h(\hat{\Gamma}) .
\end{aligned}
$$

Similarly, we get $h(\hat{\Gamma}) \leq C_{A}^{-} h(\Gamma)$. These inequalities immediately imply (4.31) with $C_{L 4}^{*}=\left(C_{A}^{+}\right)^{-1}$ and $C_{L 4}^{* *}=C_{A}^{-}$.

Theorem 4.1. There exist constants $C_{T 1}^{*}, C_{T 1}^{* *}>0$ such that

$$
\begin{gather*}
\int_{I_{m}}\left\|\mathcal{U}_{s}\right\|_{\Omega_{t}}^{2} \mathrm{~d} t \leq C_{T 1}^{*} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t  \tag{4.32}\\
\int_{I_{m}}\left\|\mathcal{U}_{s}\right\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \leq C_{T 1}^{* *} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \tag{4.33}
\end{gather*}
$$

for all $s \in I_{m}, m=1, \ldots, M$ and $h \in(0, \bar{h})$.
Proof. We begin with the proof of the first inequality. We have

$$
\begin{aligned}
\left\|\mathcal{U}_{s}(t)\right\|_{\Omega_{t}}^{2} & =\int_{\Omega_{t}}\left|\mathcal{U}_{s}(x, t)\right|^{2} \mathrm{~d} x=\int_{\Omega_{t}}\left|\tilde{\mathcal{U}}_{s}\left(\mathcal{A}_{t}^{-1}(x), t\right)\right|^{2} \mathrm{~d} x \\
& =\int_{\Omega_{t_{m-1}}}\left|\tilde{\mathcal{U}}_{s}(X, t)\right|^{2} J(X, t) \mathrm{d} X \leq C_{J}^{+} \int_{\Omega_{t_{m-1}}}\left|\tilde{\mathcal{U}}_{s}(X, t)\right|^{2} \mathrm{~d} X \\
& =C_{J}^{+}\left\|\tilde{\mathcal{U}}_{s}(t)\right\|_{\Omega_{t_{m-1}}}^{2}
\end{aligned}
$$

Integrating over $I_{m}$ and using (4.30) and (4.4), we obtain

$$
\begin{aligned}
\int_{I_{m}}\left\|\mathcal{U}_{s}(t)\right\|_{\Omega_{t}}^{2} \mathrm{~d} t & \leq C_{J}^{+} \int_{I_{m}}\left\|\tilde{\mathcal{U}}_{s}(t)\right\|_{\Omega_{t_{m-1}}}^{2} \mathrm{~d} t \\
& \leq C_{J}^{+} \tilde{c}_{C H}^{(1)} \int_{I_{m}}\|\tilde{U}(t)\|_{\Omega_{t_{m-1}}}^{2} \mathrm{~d} t \\
& =C_{J}^{+} \tilde{c}_{C H}^{(1)} \int_{I_{m}}\left(\int_{\Omega_{t_{m-1}}}|\tilde{U}(X, t)|^{2} \mathrm{~d} X\right) \mathrm{d} t \\
& =C_{J}^{+} \tilde{c}_{C H}^{(1)} \int_{I_{m}}\left(\int_{\Omega_{t_{m-1}}}\left|U\left(\mathcal{A}_{t}(X), t\right)\right|^{2} \mathrm{~d} X\right) \mathrm{d} t \\
& =C_{J}^{+} \tilde{c}_{C H}^{(1)} \int_{I_{m}}\left(\int_{\Omega_{t}}|U(x, t)|^{2} J^{-1}(x, t) \mathrm{d} x\right) \mathrm{d} t \\
& \leq C_{J}^{+} \tilde{c}_{C H}^{(1)}\left(C_{J}^{-}\right)^{-1} \int_{I_{m}}\left(\int_{\Omega_{t}}|U(x, t)|^{2} \mathrm{~d} x\right) \mathrm{d} t \\
& =C_{J}^{+} \tilde{c}_{C H}^{(1)}\left(C_{J}^{-}\right)^{-1} \int_{I_{m}}\|U(t)\|_{\Omega_{t}}^{2} \mathrm{~d} t
\end{aligned}
$$

Setting $C_{T 1}^{*}=C_{J}^{+} \tilde{c}_{C H}^{(1)}\left(C_{J}^{-}\right)^{-1}$, we get (4.32).
Now we pay our attention to the proof of the second inequality in the theorem. From the definition of the DG-norm we have

$$
\begin{align*}
\int_{I_{m}}\left\|\mathcal{U}_{s}\right\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t= & \int_{I_{m}} \sum_{K \in \mathcal{T}_{h, t}}\left|\mathcal{U}_{s}\right|_{H^{1}(K)}^{2} \mathrm{~d} t+\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left[\mathcal{U}_{s}\right]^{2} \mathrm{~d} S\right) \mathrm{d} t  \tag{4.34}\\
& +\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left|\mathcal{U}_{s}\right|^{2} \mathrm{~d} S\right) \mathrm{d} t
\end{align*}
$$

where $\mathcal{F}_{h, t}^{I}=\left\{\mathcal{A}_{h, t}^{m-1}(\hat{\Gamma}) ; \hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}\right\}$ and similarly $\mathcal{F}_{h, t}^{B}=\left\{\mathcal{A}_{h, t}^{m-1}(\hat{\Gamma}) ; \hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{B}\right\}$.

Further, we estimate each term on the right-hand side of (4.34). From [20], relation (6.161), it follows that

$$
\begin{equation*}
\sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{I_{m}}\left|\tilde{\mathcal{U}}_{s}(t)\right|_{H^{1}(\hat{K})}^{2} \mathrm{~d} t \leq \tilde{c}_{C H}^{(2)} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{I_{m}}|\tilde{U}(t)|_{H^{1}(\hat{K})}^{2} \mathrm{~d} t \tag{4.35}
\end{equation*}
$$

with a constant $\tilde{c}_{C H}^{(2)}>0$ depending on $q$ only. For simplicity let us denote

$$
B_{t}=B_{t}(X)=\frac{\mathrm{d} \mathcal{A}_{h, t}^{m-1}(X)}{\mathrm{d} X}, \quad B_{t}^{-1}=B_{t}^{-1}(x)=\frac{\mathrm{d}\left(\mathcal{A}_{h, t}^{m-1}\right)^{-1}(x)}{\mathrm{d} x}
$$

Then it follows from (4.5) and (4.6) that $\left\|B_{t}\right\| \leq C_{A}^{+}$and $\left\|B_{t}^{-1}\right\| \leq C_{A}^{-}$.
Now, for $K \in \mathcal{T}_{h, t}, K=\mathcal{A}_{t}(\hat{K})$ with $\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}$, using that $\left\|\left.B_{t}\right|_{\hat{K}}\right\|$ and $\left\|\left.B_{t}^{-1}\right|_{\hat{K}}\right\|$ are constant, we have

$$
\begin{align*}
\left|\mathcal{U}_{s}(t)\right|_{H^{1}(K)}^{2} & =\int_{K}\left|\nabla \mathcal{U}_{s}(x, t)\right|^{2} \mathrm{~d} x=\int_{K}\left|\nabla \tilde{\mathcal{U}}_{s}\left(\mathcal{A}_{t}^{-1}(x), t\right)\right|^{2} \mathrm{~d} x  \tag{4.36}\\
& \leq\left.\int_{\hat{K}}\left|B_{t}^{-1}\right|_{K} \nabla \tilde{\mathcal{U}}_{s}(X, t)\right|^{2} J(X, t) \mathrm{d} X \leq\left(C_{A}^{-}\right)^{2} C_{J}^{+}\left|\tilde{\mathcal{U}}_{s}(t)\right|_{H^{1}(\hat{K})}^{2}
\end{align*}
$$

The summation over all $K \in \mathcal{T}_{h, t}$, integration over $I_{m}$, the use of (4.35), (4.4), the Fubini and the substitution theorem imply that

$$
\begin{align*}
\int_{I_{m}} \sum_{K \in \mathcal{T}_{h, t}}\left|\mathcal{U}_{s}(t)\right|_{H^{1}(K)}^{2} \mathrm{~d} t & \leq\left(C_{A}^{-}\right)^{2} C_{J}^{+} \int_{I_{m}} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}}\left|\tilde{\mathcal{U}}_{s}(t)\right|_{H^{1}(\hat{K})}^{2} \mathrm{~d} t  \tag{4.37}\\
& \leq\left(C_{A}^{-}\right)^{2} C_{J}^{+} \tilde{c}_{C H}^{(2)} \int_{I_{m}}\left(\sum_{K \in \mathcal{T}_{h, t}} \int_{K}|\nabla U(t)|^{2}\left\|B_{t}\right\|^{2} J_{K}^{-1} \mathrm{~d} x\right) \mathrm{d} t \\
& \leq c_{1} \int_{I_{m}} \sum_{K \in \mathcal{T}_{h, t}}|U(t)|_{H^{1}(K)}^{2} \mathrm{~d} t \\
& =c_{1} \int_{I_{m}}|U(t)|_{H^{1}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)}^{2} \mathrm{~d} t
\end{align*}
$$

where $c_{1}:=\left(C_{A}^{-}\right)^{2} C_{J}^{+}\left(C_{J}^{-}\right)^{-1} \tilde{c}_{C H}^{(2)}\left(C_{A}^{+}\right)^{2}$.
Now we turn our attention to the term

$$
\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left[\mathcal{U}_{s}\right]^{2} \mathrm{~d} S\right) \mathrm{d} t
$$

For simplicity we assume that $d=2$. In Appendix A we briefly describe the proof for $d=3$. We use estimate (6.162) from [20], which implies that

$$
\begin{equation*}
\int_{I_{m}}\left(\sum_{\hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}} \frac{c_{W}}{h(\hat{\Gamma})} \int_{\hat{\Gamma}}\left[\tilde{\mathcal{U}}_{s}\right]^{2} \mathrm{~d} S^{\hat{\Gamma}}\right) \mathrm{d} t \leq c_{2} \int_{I_{m}}\left(\sum_{\hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}} \frac{c_{W}}{h(\hat{\Gamma})} \int_{\hat{\Gamma}}[\tilde{U}]^{2} \mathrm{~d} S^{\hat{\Gamma}}\right) \mathrm{d} t \tag{4.38}
\end{equation*}
$$

(Here $\mathrm{d} S^{\hat{\Gamma}}$ denotes the element of the $\operatorname{arc} \hat{\Gamma}$. Similarly we use the notation $\mathrm{d} S^{\Gamma}$.)
Now we consider the relation $\Gamma=\mathcal{A}_{t}(\hat{\Gamma}), \hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}$, and introduce a parametrization of $\hat{\Gamma}$ :

$$
\hat{\Gamma}=\mathcal{B}_{m-1}^{\hat{\Gamma}}([0,1])=\left\{X=\mathcal{B}_{m-1}^{\hat{\Gamma}}(v) ; v \in[0,1]\right\} .
$$

Then an element of $\hat{\Gamma}$ can be expressed as

$$
\mathrm{d} S^{\hat{\Gamma}}=\left|\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}\right)^{\prime}(v)\right| \mathrm{d} v, \quad v \in[0,1] .
$$

These relations imply that

$$
\begin{aligned}
\Gamma & =\left\{x=\mathcal{A}_{t}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) ; v \in[0,1]\right\} \\
\mathrm{d} S^{\Gamma} & =\left|\frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}\right)^{\prime}(v)\right| \mathrm{d} v, \quad v \in[0,1] .
\end{aligned}
$$

The term $\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}\right)^{\prime}(v)$ is a tangent vector to $\hat{\Gamma}$ at the point $\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)$. It follows from the properties of the mapping $\mathcal{A}_{t}$ that the values of

$$
\frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}\right)^{\prime}(v)
$$

are identical from the sides of both elements $K_{\hat{\Gamma}}^{(L)}$ and $K_{\hat{\Gamma}}^{(R)}$ adjacent to $\hat{\Gamma}$. Then we can use the above relations, inequalities (4.31), (4.5), and write

$$
\begin{align*}
\int_{\Gamma} \frac{1}{h(\Gamma)}\left[\mathcal{U}_{s}\right]^{2} \mathrm{~d} S^{\Gamma} & =\int_{0}^{1} \frac{1}{h(\Gamma)}\left[\mathcal{U}_{s}\left(\mathcal{A}_{t}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\right)\right]^{2}\left|\frac{\mathrm{~d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}\right)^{\prime}(v)\right| \mathrm{d} v  \tag{4.39}\\
& \leq \int_{0}^{1} \frac{1}{h(\Gamma)}\left[\tilde{\mathcal{U}}_{s}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\right]^{2} \underbrace{\left.\| \frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) \right\rvert\,}_{\leq C_{A}^{+}} \|\left|\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}\right)^{\prime}(v)\right| \mathrm{d} v \\
& \leq C_{A}^{+} \int_{\hat{\Gamma}} \frac{C_{L 4}^{* *}}{h(\hat{\Gamma})}\left[\tilde{\mathcal{U}}_{s}\right]^{2} \mathrm{~d} S^{\hat{\Gamma}} .
\end{align*}
$$

From (4.38) and (4.39) we get

$$
\begin{equation*}
\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left[\mathcal{U}_{s}\right]^{2} \mathrm{~d} S^{\Gamma}\right) \mathrm{d} t \leq c_{2} C_{A}^{+} C_{L 4}^{* *} \int_{I_{m}}\left(\sum_{\hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}} \frac{c_{W}}{h(\hat{\Gamma})} \int_{\hat{\Gamma}}[\tilde{U}]^{2} \mathrm{~d} S^{\hat{\Gamma}}\right) \mathrm{d} t . \tag{4.40}
\end{equation*}
$$

Further, for $\Gamma=\mathcal{A}_{t}(\hat{\Gamma})$, where $\hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}$, we consider the parametrization

$$
\begin{aligned}
\Gamma & =\left\{x=\mathcal{B}_{t}^{\Gamma}(v) ; v \in[0,1]\right\} \\
\hat{\Gamma} & =\left\{X=\mathcal{A}_{t}^{-1}\left(\mathcal{B}_{t}^{\Gamma}(v)\right) ; v \in[0,1]\right\}, \\
\mathrm{d} S^{\hat{\Gamma}} & =\left|\frac{\mathrm{d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\left(\mathcal{B}_{t}^{\Gamma}\right)^{\prime}(v)\right| \mathrm{d} v .
\end{aligned}
$$

Then, by (4.6),

$$
\begin{aligned}
\int_{\hat{\Gamma}}[\tilde{U}]^{2} \mathrm{~d} S^{\hat{\Gamma}} & =\int_{0}^{1} \underbrace{\left[\tilde{U}\left(\mathcal{A}_{t}^{-1}\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right)\right]^{2}}_{\left[U\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right]^{2}}\left|\frac{\mathrm{~d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\left(\mathcal{B}_{t}^{\Gamma}\right)^{\prime}(v)\right| \mathrm{d} v \\
& \leq \int_{0}^{1}\left[U\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right]^{2} \underbrace{\left\|\frac{\mathrm{~d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right\|}_{\leq C_{A}^{-}}\left|\left(\mathcal{B}_{t}^{\Gamma}\right)^{\prime}(v)\right| \mathrm{d} v \\
& \leq C_{A}^{-} \int_{0}^{1}\left[U\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right]^{2}\left|\left(\mathcal{B}_{t}^{\Gamma}\right)^{\prime}(v)\right| \mathrm{d} v \\
& =C_{A}^{-} \int_{\Gamma}[U]^{2} \mathrm{~d} S^{\Gamma} .
\end{aligned}
$$

Substituting back to (4.40) and using (4.31), we find that

$$
\begin{equation*}
\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left[\mathcal{U}_{s}\right]^{2} \mathrm{~d} S^{\Gamma}\right) \mathrm{d} t \leq c_{3} \int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}[U]^{2} \mathrm{~d} S\right) \mathrm{d} t \tag{4.41}
\end{equation*}
$$

where $c_{3}=c_{2} C_{A}^{+} C_{L 4}^{* *}\left(C_{L 4}^{*}\right)^{-1} C_{A}^{-}$.
Similarly we can prove the inequality

$$
\begin{equation*}
\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left|\mathcal{U}_{s}\right|^{2} \mathrm{~d} S^{\Gamma}\right) \mathrm{d} t \leq c_{4} \int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}|U|^{2} \mathrm{~d} S\right) \mathrm{d} t \tag{4.42}
\end{equation*}
$$

Finally, (4.37), (4.41) and (4.42) imply (4.33) with $C_{T 1}^{* *}=\max \left\{c_{1}, c_{3}, c_{4}\right\}$.

### 4.4. Proof of the unconditional stability

Theorem 4.2. There exists a constant $C_{T 2}>0$ such that

$$
\begin{align*}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & -\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}+\left\|\{U\}_{m-1}\right\|_{\Omega_{t_{m-1}}}^{2}+\frac{\beta_{0}}{2} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t  \tag{4.43}\\
& \leq C_{T 2}\left(\int_{I_{m}}\|g\|_{\Omega_{t}}^{2} \mathrm{~d} t+\int_{I_{m}}\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \mathrm{~d} t+\int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t\right)
\end{align*}
$$

Proof. From (4.12), by virtue of (4.20), (4.16), (4.17), (4.18), (4.21) and (4.19), after some manipulation we get

$$
\begin{aligned}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & -\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}+\left\|\{U\}_{m-1}\right\|_{\Omega_{t_{m-1}}}^{2}+\beta_{0}\left(1-\frac{1}{k_{1}}-\frac{1}{k_{2}}-\frac{1}{k_{3}}\right) \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
& \leq \int_{I_{m}}\|g\|_{\Omega_{t}}^{2} \mathrm{~d} t+\beta_{0}\left(1+k_{3}\right) \int_{I_{m}}\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \mathrm{~d} t+\left(c_{z}+1+\frac{c_{d}}{\beta_{0}}+2 c_{b}\right) \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t
\end{aligned}
$$

Hence, choosing $k_{1}=k_{2}=k_{3}=6$, we get (4.43) with $C_{T 2}=\max \left\{1,7 \beta_{0}, c_{z}+1+c_{d} / \beta_{0}+2 c_{b}\right\}$.
Theorem 4.3. There exist constants $C_{T 3}^{*}, C_{T 3}^{* *}>0$ such that for any $\delta_{1}>0$ we have

$$
\begin{align*}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & +\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}+\frac{\beta_{0}}{2} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t  \tag{4.44}\\
& \leq C_{T 3}^{*} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t+C_{T 3}^{* *} \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t+\frac{2}{\delta_{1}}\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}+4 \delta_{1}\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{align*}
$$

Proof. From (3.19), by virtue of (4.22), (4.16), (4.17), (4.18), (4.21) and (4.19), we get

$$
\begin{aligned}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & +\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}+\beta_{0}\left(1-\frac{1}{k_{1}}-\frac{1}{k_{2}}-\frac{1}{k_{3}}\right) \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
\leq & \int_{I_{m}}\|g\|_{\Omega_{t}}^{2} \mathrm{~d} t+\beta_{0}\left(1+k_{3}\right) \int_{I_{m}}\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \mathrm{~d} t \\
& +\left(1+c_{z}+2 c_{b}+\frac{c_{d}}{\beta_{0}}\right) \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t+2\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}
\end{aligned}
$$

Using Young's inequality for the term $2\left(U_{m-1}^{-}, U_{m-1}^{+}\right)$and setting $k_{1}=k_{2}=k_{3}=6$, we get (4.44), where $C_{T 3}^{*}=1+c_{z}+2 c_{b}+c_{d} / \beta_{0}$ and $C_{T 3}^{* *}=\max \left\{1,7 \beta_{0}\right\}$.

We introduce the following notation:

$$
\begin{aligned}
t_{m-1+l / q} & =t_{m-1}+\tau_{m} \frac{l}{q} \\
U_{m-1+l / q} & =U\left(t_{m-1+l / q}\right), \quad l=0, \ldots, q
\end{aligned}
$$

Lemma 4.5. There exist constants $C_{L 5}^{*}, C_{L 5}^{* *}>0$ such that for $m=1, \ldots, M$ we have

$$
\begin{align*}
\sum_{l=0}^{q}\left\|U_{m-1+l / q}\right\|_{\Omega_{t_{m-1+l / q}}}^{2} & \geq \frac{C_{L 5}^{*}}{\tau_{m}} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t  \tag{4.45}\\
\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2} & \leq \frac{C_{L 5}^{* *}}{\tau_{m}} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \tag{4.46}
\end{align*}
$$

Proof. Using the equivalence of norms in the space of polynomials of degree $\leq q$, for $p(t)=\tilde{U}(X, t), t \in I_{m}$, and any fixed $X \in \Omega_{t_{m-1}}$, we have

$$
\begin{aligned}
\sum_{l=0}^{q} \tilde{U}^{2}\left(X, t_{m-1+l / q}\right) & \geq \frac{L_{q}}{\tau_{m}} \int_{I_{m}} \tilde{U}^{2}(X, t) \mathrm{d} t \\
\tilde{U}^{2}\left(X, t_{m-1}^{+}\right) & \leq \frac{M_{q}}{\tau_{m}} \int_{I_{m}} \tilde{U}^{2}(X, t) \mathrm{d} t
\end{aligned}
$$

where the constants $L_{q}, M_{q}>0$ were introduced in [20], Section 6.2.3.2. Integrating over $\Omega_{t_{m-1}}$ and using Fubini's theorem, we get

$$
\begin{aligned}
\sum_{l=0}^{q} \int_{\Omega_{t_{m-1}}}\left|\tilde{U}\left(X, t_{m-1+l / q}\right)\right|^{2} \mathrm{~d} X & \geq \frac{L_{q}}{\tau_{m}} \int_{\Omega_{t_{m-1}}}\left(\int_{I_{m}}|\tilde{U}(X, t)|^{2} \mathrm{~d} t\right) \mathrm{d} X \\
& =\frac{L_{q}}{\tau_{m}} \int_{I_{m}}\left(\int_{\Omega_{t_{m-1}}}|\tilde{U}(X, t)|^{2} \mathrm{~d} X\right) \mathrm{d} t
\end{aligned}
$$

Analogously we find that

$$
\int_{\Omega_{t_{m-1}}}\left|\tilde{U}\left(X, t_{m-1}^{+}\right)\right|^{2} \mathrm{~d} X \leq \frac{M_{q}}{\tau_{m}} \int_{I_{m}}\left(\int_{\Omega_{t_{m-1}}}|\tilde{U}(X, t)|^{2} \mathrm{~d} X\right) \mathrm{d} t
$$

Now the substitution $X=\mathcal{A}_{t}^{-1}(x)$, where $X \in \Omega_{t_{m-1}}, x \in \Omega_{t}$, relation $\tilde{U}\left(\mathcal{A}_{t}^{-1}(x), t\right)=U(x, t)$ and (4.4) imply that

$$
\begin{aligned}
& \sum_{l=0}^{q}\left\|U_{m-1+l / q}\right\|_{\Omega_{t_{m-1}+l / q}}^{2} \\
& \geq C_{J}^{-} \sum_{l=0}^{q} \int_{\Omega_{t_{m-1}+l / q}}\left|U\left(x, t_{m-1+l / q}\right)\right|^{2} J^{-1}\left(x, t_{m-1+l / q}\right) \mathrm{d} x \\
& \geq \frac{L_{q}}{\tau_{m}} C_{J}^{-} \int_{I_{m}}\left(\int_{\Omega_{t_{m-1}}}|\tilde{U}(X, t)|^{2} \mathrm{~d} X\right) \mathrm{d} t \\
& =\frac{L_{q}}{\tau_{m}} C_{J}^{-} \int_{I_{m}}\left(\int_{\Omega_{t}}\left|\tilde{U}\left(\mathcal{A}_{t}^{-1}(x), t\right)\right|^{2} J^{-1}(x, t) \mathrm{d} x\right) \mathrm{d} t \\
& \geq \frac{L_{q}}{\tau_{m}}\left(C_{J}^{+}\right)^{-1} C_{J}^{-} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t
\end{aligned}
$$

Hence, we get (4.45) with $C_{L 5}^{*}=L_{q}\left(C_{J}^{+}\right)^{-1} C_{J}^{-}$.
Further, since $x=\mathcal{A}_{t_{m-1}}(X)=X$ and, thus, $\tilde{U}\left(X, t_{m-1}^{+}\right)=U\left(x, t_{m-1}^{+}\right)$, using the substitution theorem and (4.4), we obtain

$$
\begin{aligned}
\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2} & =\int_{\Omega_{t_{m-1}}}\left|\tilde{U}\left(X, t_{m-1}^{+}\right)\right|^{2} \mathrm{~d} X \\
& \leq \frac{M_{q}}{\tau_{m}} \int_{I_{m}}\left(\int_{\Omega_{t_{m-1}}}|\tilde{U}(X, t)|^{2} \mathrm{~d} X\right) \mathrm{d} t \\
& \leq \frac{C_{L 5}^{* *}}{\tau_{m}} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t
\end{aligned}
$$

where $C_{L 5}^{* *}=M_{q}\left(C_{J}^{-}\right)^{-1}$.
In what follows, because of simplicity, we use the notation $\tilde{U}^{\prime}=\frac{\partial \tilde{U}}{\partial t}$ and do not write the arguments $X$ and $t$ in integrals.

Lemma 4.6. There exists a constant $C_{L 6}>0$ such that

$$
\begin{align*}
\int_{I_{m}}\left(D_{t} U, \mathcal{U}_{s}\right)_{\Omega_{t}} \mathrm{~d} t & +\left(\{U\}_{m-1}, \mathcal{U}_{s}\left(t_{m-1}^{+}\right)\right)_{\Omega_{t_{m-1}}}  \tag{4.47}\\
& \geq \frac{1}{2}\left(\|U(s-)\|_{\Omega_{s}}^{2}+\left\|U\left(t_{m-1}^{+}\right)\right\|_{\Omega_{t_{m-1}}}^{2}\right)-C_{L 6} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t-\left(U_{m-1}^{+}, U_{m-1}^{-}\right)_{\Omega_{t_{m-1}}}
\end{align*}
$$

for any $s \in I_{m}, m=1, \ldots, M$ and $h \in(0, \bar{h})$.
Proof. By virtue of the definition of the ALE derivative (2.9), the definitions of $\tilde{U}, \tilde{\mathcal{U}}_{s}, \mathcal{U}_{s}$, the fact that $\tilde{U}^{\prime}$ is a polynomial of degree $\leq q-1$ in time and the substitution theorem we can write

$$
\begin{align*}
\int_{I_{m}}\left(D_{t} U, \mathcal{U}_{s}\right)_{\Omega_{t}} \mathrm{~d} t & =\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s} J\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t  \tag{4.48}\\
& =\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s}\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t+\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s}(J-1)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t \\
& =\int_{t_{m-1}}^{s}\left(\tilde{U}^{\prime}, \tilde{U}\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t+\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s}(J-1)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t \\
& =\int_{t_{m-1}}^{s}\left(\tilde{U}^{\prime}, \tilde{U} J\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t+\int_{t_{m-1}}^{s}\left(\tilde{U}^{\prime}, \tilde{U}(1-J)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t+\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s}(J-1)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t \\
& =\int_{t_{m-1}}^{s}\left(D_{t} U, U\right)_{\Omega_{t}} \mathrm{~d} t+\int_{t_{m-1}}^{s}\left(\tilde{U}^{\prime}, \tilde{U}(1-J)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t+\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s}(J-1)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t .
\end{align*}
$$

Now we estimate the second and third term on the right-hand side. We begin with the third term. The fact that $J$ is constant on each $\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}$ and the substitution theorem imply that

$$
\begin{aligned}
\left|\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s}(J-1)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t\right| & =\left|\sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{I_{m}}\left(J_{\hat{K}}-1\right)\left(\int_{\hat{K}} \tilde{U}^{\prime} \tilde{\mathcal{U}}_{s} \mathrm{~d} X\right) \mathrm{d} t\right| \\
& \leq \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \max _{t \in I_{m}}\left|J_{\hat{K}}-1\right| \int_{I_{m}}\left(\int_{\hat{K}}\left|\tilde{U}^{\prime} \tilde{\mathcal{U}}_{s}\right| \mathrm{d} X\right) \mathrm{d} t
\end{aligned}
$$

Using the relation $J_{\hat{K}}\left(t_{m-1}\right)=1$, we have

$$
\max _{t \in I_{m}}\left|J_{\hat{K}}-1\right| \leq \int_{t_{m-1}}^{t_{m}}\left|J_{\hat{K}}^{\prime}\right| \mathrm{d} t \leq c_{J} \tau_{m}
$$

where $c_{J}>0$ is a constant independent of $h, \tau_{m}, m$. Then we find that

$$
\begin{aligned}
& \sum_{\hat{K} \in \mathcal{\mathcal { T }}_{h, t_{m-1}}} \max _{t \in I_{m}}\left|J_{\hat{K}}-1\right| \int_{I_{m}} \int_{\hat{K}}\left|\tilde{U}^{\prime} \tilde{\mathcal{U}}_{s}\right| \mathrm{d} X \mathrm{~d} t \\
& \quad \leq c_{J} \tau_{m} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{\hat{K}}\left(\left(\int_{I_{m}}\left|\tilde{U}^{\prime}\right|^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{I_{m}}\left|\tilde{\mathcal{U}}_{s}\right|^{2} \mathrm{~d} t\right)^{1 / 2}\right) \mathrm{d} X
\end{aligned}
$$

Now we apply the inverse inequality in time: There exists a constant $\hat{c}_{I}$ such that

$$
\begin{equation*}
\left(\int_{I_{m}}\left|\tilde{U}^{\prime}(X, t)\right|^{2} \mathrm{~d} t\right)^{1 / 2} \leq \frac{\hat{c}_{I}}{\tau_{m}}\left(\int_{I_{m}}|\tilde{U}(X, t)|^{2} \mathrm{~d} t\right)^{1 / 2} \tag{4.49}
\end{equation*}
$$

holds for every $X \in \Omega_{t_{m-1}}, \tau_{m} \in(0, \bar{\tau})$ and $m=1, \ldots, M$.
This inequality, Young's inequality, Fubini's theorem, (4.30), substitution theorem and (4.4) imply that

$$
\begin{aligned}
\tau_{m} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} & \int_{\hat{K}}\left(\left(\int_{I_{m}}\left|\tilde{U}^{\prime}\right|^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{I_{m}}\left|\tilde{\mathcal{U}}_{s}\right|^{2} \mathrm{~d} t\right)^{1 / 2}\right) \mathrm{d} X \\
& \leq \hat{c}_{I} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{\hat{K}}\left(\int_{I_{m}}|\tilde{U}|^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{I_{m}}\left|\tilde{\mathcal{U}}_{s}\right|^{2} \mathrm{~d} t\right)^{1 / 2} \mathrm{~d} X \\
& \leq \frac{\hat{c}_{I}}{2} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{\hat{K}}\left(\int_{I_{m}}\left(|\tilde{U}|^{2}+\left|\tilde{\mathcal{U}}_{s}\right|^{2}\right) \mathrm{d} t\right) \mathrm{d} X \\
& =\frac{\hat{c}_{I}}{2} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{I_{m}}\left(\int_{\hat{K}}\left(|\tilde{U}|^{2}+\left|\tilde{\mathcal{U}}_{s}\right|^{2}\right) \mathrm{d} X\right) \mathrm{d} t \\
& \leq \frac{\hat{c}_{I}}{2}\left(1+\tilde{c}_{C H}(1)\right) \int_{I_{m}}\|\tilde{U}\|_{\Omega_{t_{m-1}}}^{2} \mathrm{~d} t \\
& \leq c^{*} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t
\end{aligned}
$$

where $c^{*}=\left(C_{J}^{-}\right)^{-1} \hat{c}_{I}\left(1+\tilde{c}_{C H}^{(1)}\right) / 2$. Summarizing the obtained results, we see that we have proved the inequality

$$
\begin{equation*}
\left|\int_{I_{m}}\left(\tilde{U}^{\prime}, \tilde{\mathcal{U}}_{s}(J-1)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t\right| \leq c^{*} c_{J} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \tag{4.50}
\end{equation*}
$$

Similarly as above we can estimate the second term on the right-hand side of (4.48):

$$
\begin{aligned}
\left|\int_{t_{m-1}}^{s}\left(\tilde{U}^{\prime}, \tilde{U}(1-J)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t\right| & \leq \int_{I_{m}}\left|\left(\tilde{U}^{\prime}, \tilde{U}(1-J)\right)_{\Omega_{t_{m-1}}}\right| \mathrm{d} t \\
& \leq \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \max _{t \in I_{m}}\left|1-J_{\hat{K}}\right| \int_{I_{m}} \int_{\hat{K}}\left|\tilde{U}^{\prime} \tilde{U}\right| \mathrm{d} X \mathrm{~d} t \\
& \leq c_{J} \tau_{m} \sum_{\hat{K} \in \hat{\mathcal{T}}_{h, t_{m-1}}} \int_{\hat{K}}\left(\left(\int_{I_{m}}\left|\tilde{U}^{\prime}\right|^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{I_{m}}|\tilde{U}|^{2} \mathrm{~d} t\right)^{1 / 2}\right) \mathrm{d} X
\end{aligned}
$$

Now the inverse inequality in time, Young's inequality, Fubini's theorem, (4.30) and (4.4) yield the inequality

$$
\begin{equation*}
\left|\int_{t_{m-1}}^{s}\left(\tilde{U}^{\prime}, \tilde{U}(1-J)\right)_{\Omega_{t_{m-1}}} \mathrm{~d} t\right| \leq c_{1} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \tag{4.51}
\end{equation*}
$$

with $c_{1}=c_{J}\left(C_{J}^{-}\right)^{-1} \hat{c}_{I} / 2$.
Finally, from (4.48), (4.50), (4.51) and analogy to (4.22), (4.29) putting $c_{2}=c^{*} c_{J}+c_{1}$ we find that

$$
\begin{aligned}
\int_{I_{m}}\left(D_{t} U, \mathcal{U}_{s}\right)_{\Omega_{t}} \mathrm{~d} t+ & \left(\{U\}_{m-1}, \mathcal{U}_{s}\left(t_{m-1}+\right)\right)_{\Omega_{t_{m-1}}} \\
\geq & \int_{t_{m-1}}^{s}\left(D_{t} U, U\right)_{\Omega_{t}} \mathrm{~d} t+\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}-\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}-c_{2} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \\
= & \frac{1}{2} \int_{t_{m-1}}^{s}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega_{t}} U^{2}(x, t) \mathrm{d} x\right) \mathrm{d} t-\frac{1}{2} \int_{t_{m-1}}^{s}\left(U^{2} \operatorname{div}, \boldsymbol{z}\right)_{\Omega_{t}} \mathrm{~d} t \\
& +\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}-\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}-c_{2} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \\
= & \frac{1}{2}\left(\|U(s-)\|_{\Omega_{s}}^{2}+\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}\right)-\frac{c_{z}}{2} \int_{t_{m-1}}^{s}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \\
& -c_{2} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t-\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}
\end{aligned}
$$

which implies (4.47) with $C_{L 6}=c_{z} / 2+c_{2}$.

In the following lemmas, for simplicity we use the notation $\mathcal{U}_{l}^{*}$ and $\tilde{\mathcal{U}}_{l}^{*}$ for the discrete characteristic functions to $U$ and $\tilde{U}$, respectively at the time instant $t_{m-1+l / q}$.

Lemma 4.7. There exists a constant $C_{L 7}>0$ such that

$$
\begin{equation*}
\left|a_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)+\beta_{0} J_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \leq C_{L 7}\left(\|U\|_{\mathrm{DG}, t}^{2}+\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \tag{4.52}
\end{equation*}
$$

for all $t, l \in I_{m}, m=1, \ldots, M, h \in(0, \bar{h})$.

Proof. Using the definition of the form $a_{h}$, the property of the function $\beta$, the Cauchy inequality and Young's inequality, we get

$$
\begin{align*}
\left|a_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \leq & \beta_{1} \sum_{K \in \mathcal{T}_{h, t}} \int_{K}\left(|\nabla U|^{2}+\left|\nabla \mathcal{U}_{l}^{*}\right|^{2}\right) \mathrm{d} x  \tag{4.53}\\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \int_{\Gamma}\left(\frac{h(\Gamma)}{c_{W}}\left(\left|\nabla U_{\Gamma}^{(L)}\right|^{2}+\left|\nabla U_{\Gamma}^{(R)}\right|^{2}\right)+\frac{c_{W}}{h(\Gamma)}\left[\mathcal{U}_{l}^{*}\right]^{2}\right) \mathrm{d} S \\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \int_{\Gamma}\left(\frac{h(\Gamma)}{c_{W}}\left(\left|\nabla\left(\mathcal{U}_{l}^{*}\right)_{\Gamma}^{(L)}\right|^{2}+\left|\nabla\left(\mathcal{U}_{l}^{*}\right)_{\Gamma}^{(R)}\right|^{2}\right)+\frac{c_{W}}{h(\Gamma)}[U]^{2}\right) \mathrm{d} S \\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma}\left(\frac{h(\Gamma)}{c_{W}}|\nabla U|^{2}+\frac{c_{W}}{h(\Gamma)}\left|\mathcal{U}_{l}^{*}\right|^{2}\right) \mathrm{d} S \\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma}\left(\frac{h(\Gamma)}{c_{W}}\left|\nabla \mathcal{U}_{l}^{*}\right|^{2}+\frac{c_{W}}{h(\Gamma)}|U|^{2}\right) \mathrm{d} S \\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma}\left|\nabla \mathcal{U}_{l}^{*}\right|\left|u_{D}\right| \mathrm{d} S .
\end{align*}
$$

The last term can be estimated using Young's inequality and the relation $h(\Gamma) \leq h_{K_{\Gamma}^{(L)}}$, for each $\varepsilon>0$ the last term can be estimated in the following way:

$$
\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma}\left|\nabla \mathcal{U}_{l}^{*}\right|\left|u_{D}\right| \mathrm{d} S \leq \frac{\beta_{1} \varepsilon}{2 c_{W}} J_{h}^{B}\left(u_{D}, u_{D}\right)+\frac{\beta_{1}}{2 \varepsilon} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\partial K_{\Gamma}^{(L)}} h_{K_{\Gamma}^{(L)}}\left|\nabla \mathcal{U}_{l}^{*}\right|^{2} \mathrm{~d} S
$$

Now we express the first term on the right-hand side of this inequality with the aid of the definition of the $\|\cdot\|_{\mathrm{DGB}, t}$-norm and to the second term we apply the multiplicative trace inequality (4.8) and the inverse inequality (4.9). We get

$$
\begin{equation*}
\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma}\left|\nabla \mathcal{U}_{l}^{*}\right|\left|u_{D}\right| \mathrm{d} S \leq \frac{\beta_{1} \varepsilon}{2 c_{W}}\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}+\frac{\beta_{1}}{2 \varepsilon} c_{M}\left(c_{I}+1\right)\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2} . \tag{4.54}
\end{equation*}
$$

Setting $\varepsilon:=\frac{\beta_{1}}{\beta_{0}} c_{M}\left(c_{I}+1\right)$ in (4.54) and substituting back to (4.53) we get

$$
\begin{aligned}
\left|a_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \leq & \beta_{1} \sum_{K \in \mathcal{T}_{h, t}} \int_{K}\left(|\nabla U|^{2}+\left|\nabla \mathcal{U}_{l}^{*}\right|^{2}\right) \mathrm{d} x \\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \int_{\Gamma} \frac{h(\Gamma)}{c_{W}}\left(\left|\nabla U_{\Gamma}^{(L)}\right|^{2}+\left|\nabla U_{\Gamma}^{(R)}\right|^{2}\right) \mathrm{d} S+\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma} \frac{h(\Gamma)}{c_{W}}|\nabla U|^{2} \mathrm{~d} S \\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \int_{\Gamma} \frac{h(\Gamma)}{c_{W}}\left(\left|\nabla\left(\mathcal{U}_{l}^{*}\right)_{\Gamma}^{(L)}\right|^{2}+\left|\nabla\left(\mathcal{U}_{l}^{*}\right)_{\Gamma}^{(R)}\right|^{2}\right) \mathrm{d} S \\
& +\beta_{1} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} \int_{\Gamma} \frac{h(\Gamma)}{c_{W}}\left|\nabla \mathcal{U}_{l}^{*}\right|^{2} \mathrm{~d} S+\frac{\beta_{1}^{2}}{2 \beta_{0} c_{W}} c_{M}\left(c_{I}+1\right)\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \\
& +\frac{\beta_{0}}{2}\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2}+\beta_{1} J_{h}\left(\mathcal{U}_{l}^{*}, \mathcal{U}_{l}^{*}, t\right)+\beta_{1} J_{h}(U, U, t) .
\end{aligned}
$$

Using the inequality $h(\Gamma) \leq h_{K}$ for $\Gamma \subset \partial K$, we have

$$
\begin{align*}
\left|a_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \leq & \beta_{1} \sum_{K \in \mathcal{T}_{h, t}} \int_{K}\left(|\nabla U|^{2}+\left|\nabla \mathcal{U}_{l}^{*}\right|^{2}\right) \mathrm{d} x+\frac{\beta_{1}}{c_{W}} \sum_{K \in \mathcal{T}_{h, t}} \int_{\partial K} h_{K}\left(|\nabla U|^{2}+\left|\nabla \mathcal{U}_{l}^{*}\right|^{2}\right) \mathrm{d} S  \tag{4.55}\\
& +\frac{\beta_{1}^{2}}{2 \beta_{0} c_{W}} c_{M}\left(c_{I}+1\right)\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}+\frac{\beta_{0}}{2}\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2} \\
& +\beta_{1} J_{h}\left(\mathcal{U}_{l}^{*}, \mathcal{U}_{l}^{*}, t\right)+\beta_{1} J_{h}(U, U, t) .
\end{align*}
$$

Now, applying the multiplicative inequality and the inverse inequality, we can obtain the estimate

$$
\begin{equation*}
\sum_{K \in \mathcal{T}_{h, t}} \int_{\partial K} h_{K}\left(|\nabla U|^{2}+\left|\nabla \mathcal{U}_{l}^{*}\right|^{2}\right) \mathrm{d} S \leq c_{M}\left(c_{I}+1\right) \sum_{K \in \mathcal{T}_{h, t}}\left(|U|_{H^{1}(\Omega)}^{2}+\left|\mathcal{U}_{l}^{*}\right|_{H^{1}(\Omega)}^{2}\right) \tag{4.56}
\end{equation*}
$$

From (4.55) and (4.56), the definition of the $\|\cdot\|_{\text {DG }, t}$-norm, using the inequality

$$
J_{h,}\left(U, \mathcal{U}_{l}^{*}, t\right) \leq J_{h}(U, U, t)+J_{h}\left(\mathcal{U}_{l}^{*}, \mathcal{U}_{l}^{*}, t\right)
$$

and putting $C_{L 7}=\max \left\{\beta_{0}+\beta_{1}+\beta_{1} c_{M}\left(c_{I}+1\right) / c_{W}, \beta_{1}^{2} c_{M}\left(c_{I}+1\right) /\left(2 \beta_{0} c_{W}\right)\right\}$, we finally get

$$
\begin{aligned}
\left|a_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)+\beta_{0} J_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \leq & \left(\beta_{1}+\frac{\beta_{1}}{c_{W}} c_{M}\left(c_{I}+1\right)\right)|U|_{H^{1}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)}^{2} \\
& +\left(\beta_{0}+\beta_{1}\right) J_{h}(U, U, t)+\left(\beta_{1}+\frac{\beta_{0}}{2}+\frac{\beta_{1}}{c_{W}} c_{M}\left(c_{I}+1\right)\right)\left|\mathcal{U}_{l}^{*}\right|_{H^{1}\left(\Omega_{t}, \mathcal{T}_{h, t}\right)}^{2} \\
& +\left(\beta_{0}+\beta_{1}\right) J_{h}\left(\mathcal{U}_{l}^{*}, \mathcal{U}_{l}^{*}, t\right)+\frac{\beta_{1}^{2}}{2 \beta_{0} c_{W}} c_{M}\left(c_{I}+1\right)\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \\
\leq & C_{L 7}\left(\|U\|_{\mathrm{DG}, t}^{2}+\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right)
\end{aligned}
$$

Lemma 4.8. For each $k_{1}>0$ there exists a constant $c_{b}>0$ such that for the approximate solution $U$ and the discrete characteristic function $\mathcal{U}_{l}^{*}$ we have the inequality

$$
\begin{equation*}
\int_{I_{m}}\left|b_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t \leq \frac{\beta_{0}}{2 k_{1}} \int_{I_{m}}\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t+c_{b} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \tag{4.57}
\end{equation*}
$$

Proof. It can be proved in a similar way as in the proof of inequality (5.18) from [7].
Lemma 4.9. For each $k_{2}>0$ there exists a constant $c_{d}>0$ such that the approximate solution $U$ and the discrete characteristic function $\mathcal{U}_{l}^{*}$ satisfy the inequality

$$
\begin{equation*}
\int_{I_{m}}\left|d_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t \leq \frac{\beta_{0}}{2 k_{2}} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t+\frac{c_{d}}{2 \beta_{0}} \int_{I_{m}}\left\|\mathcal{U}_{l}^{*}\right\|_{\Omega_{t}}^{2} \mathrm{~d} t \tag{4.58}
\end{equation*}
$$

Proof. By (3.16), (4.7) and the Cauchy and Young's inequalities,

$$
\int_{I_{m}}\left|d_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t \leq \frac{\beta_{0}}{2 k_{2}} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t+\frac{c_{z}^{2} k_{2}}{2 \beta_{0}} \int_{I_{m}}\left\|\mathcal{U}_{l}^{*}\right\|_{\Omega_{t}}^{2} \mathrm{~d} t
$$

which is (4.58) with $c_{d}=c_{z}^{2} k_{2}$.

Lemma 4.10. For the approximate solution $U$, the discrete characteristic function $\mathcal{U}_{l}^{*}$ and any $k_{3}>0$ we have

$$
\begin{align*}
\int_{I_{m}}\left|l_{h}\left(\mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t \leq & \frac{1}{2} \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|\mathcal{U}_{l}^{*}\right\|_{\Omega_{t}}^{2}\right) \mathrm{d} t  \tag{4.59}\\
& +\frac{\beta_{0} k_{3}}{2} \int_{I_{m}}\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2} \mathrm{~d} t+\frac{\beta_{0}}{2 k_{3}} \int_{I_{m}}\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t .
\end{align*}
$$

Proof. From (3.17), using the Cauchy and Young's inequality with $k_{3}>0$, we find that

$$
\begin{aligned}
\mid\left(g, \mathcal{U}_{l}^{*}\right)+ & \beta_{0} c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} h(\Gamma)^{-1} \int_{\Gamma} u_{D} \mathcal{U}_{l}^{*} \mathrm{~d} S \mid \\
& \leq \frac{1}{2}\left(\|g\|_{\Omega_{t}}^{2}+\left\|\mathcal{U}_{l}^{*}\right\|_{\Omega_{t}}^{2}\right)+\frac{\beta_{0} k_{3}}{2} \underbrace{c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} h(\Gamma)^{-1} \int_{\Gamma}\left|u_{D}\right|^{2} \mathrm{~d} S}_{=\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}} \\
& +\frac{\beta_{0}}{2 k_{3}} \underbrace{c_{W} \sum_{\Gamma \in \mathcal{F}_{h, t}^{B}} h(\Gamma)^{-1} \int_{\Gamma}\left|\mathcal{U}_{l}^{*}\right|^{2} \mathrm{~d} S}_{\leq J_{h}\left(\mathcal{U}_{l}^{*}, \mathcal{U}_{l}^{*}, t\right) \leq\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2}},
\end{aligned}
$$

from which we get (4.59) by integrating both sides over the interval $I_{m}$.
Now we prove an important estimate regarding the problematic term $\int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t$.
Theorem 4.4. There exist constants $C_{T 4}, C_{T 4}^{*}>0$ such that

$$
\begin{equation*}
\int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \leq C_{T 4} \tau_{m}\left(\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}+\int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t\right) \tag{4.60}
\end{equation*}
$$

provided $0<\tau_{m}<C_{T 4}^{*}$.
Proof. For $q=1$, the proof can be carried out similarly as in [5]. Let us assume that $q \geq 2, l \in\{1, \ldots, q-1\}$.
From the definition of the approximate solution (3.19) and (3.20) for $\varphi:=\mathcal{U}_{l}^{*}$ we get

$$
\begin{align*}
\int_{I_{m}}\left(D_{t} U, \mathcal{U}_{l}^{*}\right)_{\Omega_{t}} \mathrm{~d} t+ & \left(\{U\}_{m-1},\left\{\mathcal{U}_{l}^{*}\right\}_{m-1}^{+}\right)_{\Omega_{t_{m-1}}}  \tag{4.61}\\
= & \int_{I_{m}}\left(-a_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)-\beta_{0} J_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)-b_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right) \mathrm{d} t \\
& +\int_{I_{m}}\left(-d_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)+l_{h}\left(\mathcal{U}_{l}^{*}, t\right)\right) \mathrm{d} t .
\end{align*}
$$

This relation and Lemma 4.6 imply that

$$
\begin{align*}
\frac{1}{2}\left(\left\|U_{m-1+l / q}\right\|_{\Omega_{t_{m-1+l / q}}}^{2}\right. & \left.+\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}\right)  \tag{4.62}\\
\leq & \int_{I_{m}}\left|a_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)+\beta_{0} J_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t+\int_{I_{m}}\left|b_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t \\
& +\int_{I_{m}}\left|d_{h}\left(U, \mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t+\int_{I_{m}}\left|l_{h}\left(\mathcal{U}_{l}^{*}, t\right)\right| \mathrm{d} t+\left(U_{m-1}^{-}, U_{m-1}^{+}\right)_{\Omega_{t_{m-1}}} \\
& +C_{L 6} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \equiv \text { RHS }
\end{align*}
$$

Now we need to estimate the right-hand side of (4.62) from above. Using (4.52), (4.57), (4.58),(4.59) with $k_{1}=k_{2}=k_{3}=1$, (4.47) and Young's inequality with any $\delta_{2}>0$, we get

$$
\begin{aligned}
\mathrm{RHS} \leq & c_{1} \int_{I_{m}}\left(\|U\|_{\mathrm{DG}, t}^{2}+\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2}+\left\|\mathcal{U}_{l}^{*}\right\|_{\Omega_{t}}^{2}+\|U\|_{\Omega_{t}}^{2}+\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t \\
& +\frac{\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}}{\delta_{2}}+\delta_{2}\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{aligned}
$$

where $c_{1}=\max \left\{C_{L 9}+\beta_{0}+c_{d} /\left(2 \beta_{0}\right)+1 / 2, c_{b}+C_{L 6}\right\}$. Now we apply Theorem 4.1 on the continuity of the discrete characteristic function:

$$
\int_{I_{m}}\left\|\mathcal{U}_{l}^{*}\right\|_{\Omega_{t}}^{2} \mathrm{~d} t \leq C_{T 1}^{*} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t, \quad \int_{I_{m}}\left\|\mathcal{U}_{l}^{*}\right\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \leq C_{T 1}^{* *} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t
$$

Hence,

$$
\begin{aligned}
\mathrm{RHS} \leq & c_{2} \int_{I_{m}}\left(\|U\|_{\mathrm{DG}, t}^{2}+\|U\|_{\Omega_{t}}^{2}+\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t \\
& +\frac{\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}}{\delta_{2}}+\delta_{2}\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{aligned}
$$

with $c_{2}=c_{1} \max \left\{1+C_{T 1}^{*}, 1+C_{T 1}^{* *}\right\}$. Then it follows from (4.62) that

$$
\begin{align*}
& \frac{1}{2}\left(\left\|U_{m-1+l / q}^{-}\right\|_{\Omega_{t_{m}-1+l / q}}^{2}+\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}\right)  \tag{4.63}\\
& \quad \leq c_{2} \int_{I_{m}}\left(\|U\|_{\mathrm{DG}, t}^{2}+\|U\|_{\Omega_{t}}^{2}+\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t+\frac{\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}}{\delta_{2}}+\delta_{2}\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}
\end{align*}
$$

Further, multiplying (4.63) by $\frac{\beta_{0}}{4 c_{2}(q-1)}$, summing over $l=1, \ldots, q-1$ and adding to (4.44), we find that

$$
\begin{aligned}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & \frac{\beta_{0}}{8 c_{2}(q-1)} \sum_{l=1}^{q-1}\|U\|_{\Omega_{t_{m-1}+l / q}}^{2}+\left(\frac{\beta_{0}}{8 c_{2}}+1\right)\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}+\frac{\beta_{0}}{2} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
\leq & \frac{\beta_{0}}{4} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t+\left(\frac{\beta_{0}}{4}+C_{T 3}^{*}\right) \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \\
& +\left(\frac{\beta_{0}}{4}+C_{T 3}^{* *}\right) \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t \\
& +\left(\frac{\beta_{0}}{4 c_{2} \delta_{2}}+\frac{2}{\delta_{1}}\right)\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}+\left(\frac{\beta_{0} \delta_{2}}{4 c_{2}}+4 \delta_{1}\right)\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{aligned}
$$

Setting $c_{3}:=\min \left\{\frac{\beta_{0}}{8 c_{2}(q-1)}, \frac{\beta_{0}}{8 c_{2}}+1\right\}$ and rearranging, we get

$$
\begin{aligned}
& c_{3}(\underbrace{\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}^{2}}+\sum_{l=1}^{q-1}\left\|U_{m-1+l / q}^{2}\right\|_{\Omega_{t_{m-1+l / q}}}^{2}+\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}}_{=\sum_{l=0}^{q}\left\|U_{m-1+l / q}\right\|_{\Omega_{t_{m}-1+l / q}}^{2}})+\frac{\beta_{0}}{4} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
& \leq\left(\frac{\beta_{0}}{4}+C_{T 3}^{*}\right) \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t+\left(\frac{\beta_{0}}{4}+C_{T 3}^{* *}\right) \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t \\
& \quad+\left(\frac{\beta_{0}}{4 c_{2} \delta_{2}}+\frac{2}{\delta_{1}}\right)\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}+\left(\frac{\beta_{0} \delta_{2}}{4 c_{2}}+4 \delta_{1}\right)\left\|U_{m-1}^{+}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{aligned}
$$

It follows from inequalities (4.45) and (4.46) that

$$
\begin{aligned}
& \frac{c_{3} L_{q}^{*}}{\tau_{m}} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t+\frac{\beta_{0}}{4} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
& \quad \leq\left(\frac{\beta_{0} \delta_{2} M_{q}^{*}}{4 c_{2} \tau_{m}}+\frac{4 \delta_{1} M_{q}^{*}}{\tau_{m}}+\frac{\beta_{0}}{4}+C_{T 3}^{*}\right) \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t \\
& \quad+\left(\frac{\beta_{0}}{4}+C_{T 3}^{* *}\right) \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DG}, t}^{2}\right) \mathrm{d} t+\left(\frac{\beta_{0}}{4 c_{2} \delta_{2}}+\frac{2}{\delta_{1}}\right)\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{aligned}
$$

Setting $\delta_{1}=\frac{c_{3} L_{q}^{*}}{16 M_{q}^{*}}, \delta_{2}=\frac{c_{3} c_{2} L_{q}^{*}}{\beta_{0} M_{q}^{*}}, c_{4}:=\frac{\beta_{0}}{4 c_{2} \delta_{2}}+\frac{2}{\delta_{1}}, c_{5}:=\frac{\beta_{0}}{4}+C_{T 3}^{* *}$ we get

$$
\begin{align*}
\left(\frac{c_{3} L_{q}^{*}}{2 \tau_{m}}-\frac{\beta_{0}}{4}-C_{T 3}^{*}\right) & \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t+\frac{\beta_{0}}{4} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t  \tag{4.64}\\
& \leq c_{5} \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t+c_{4}\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{align*}
$$

If the condition $0<\tau_{m} \leq C_{T 4}^{*}:=\frac{c_{3} L_{q}^{*}}{4\left(\frac{\beta_{0}}{4}+C_{T 3}^{*}\right)}$ is satisfied, then $\frac{\beta_{0}}{4}+C_{T 3}^{*} \geq \frac{c_{3} L_{q}^{*}}{4 \tau_{m}}$ and from (4.64) we obtain the estimate

$$
\frac{c_{3} L_{q}^{*}}{4 \tau_{m}} \int_{I_{m}}\|U\|_{\Omega_{t}}^{2} \mathrm{~d} t+\frac{\beta_{0}}{4} \int_{I_{m}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \leq c_{5} \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t+c_{4}\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}
$$

which implies (4.60).
The stability analysis will be finished by the application of the following auxiliary lemma.
Lemma 4.11. (Discrete Gronwall inequality) Let $x_{m}, a_{m}, b_{m}$ and $y_{m}$, where $m=1,2, \ldots$, be non-negative sequences and let the sequence $a_{m}$ be nondecreasing. Then, if

$$
\begin{aligned}
x_{0}+y_{0} & \leq a_{0} \\
x_{m}+y_{m} & \leq a_{m}+\sum_{j=0}^{m-1} b_{j} x_{j} \quad \text { for } \quad m \geq 1
\end{aligned}
$$

we have

$$
x_{m}+y_{m} \leq a_{m} \prod_{j=0}^{m-1}\left(1+b_{j}\right) \quad \text { for } \quad m \geq 0
$$

The proof can be carried out by induction, see [20].
Now, if (4.60) is substituted into (4.43), an inequality is obtained, which is a basis of the proof of our main result about the stability:

$$
\begin{align*}
\left\|U_{m}\right\|_{\Omega_{t_{m}}}^{2} & -\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}+\left\|\{U\}_{m-1}\right\|_{\Omega_{t_{m-1}}}^{2}+\frac{\beta_{0}}{2} \int_{I_{m}}\|U\|_{\mathrm{DG}, m}^{2} \mathrm{~d} t  \tag{4.65}\\
& \leq\left(C_{T 2}+C_{T 4} \tau_{m}\right) \int_{I_{m}}\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right) \mathrm{d} t+C_{T 2} C_{T 4} \tau_{m}\left\|U_{m-1}^{-}\right\|_{\Omega_{t_{m-1}}}^{2}
\end{align*}
$$

Theorem 4.5. Let $0<\tau_{m} \leq C_{T 4}^{*}$ for $m=1, \ldots, M$. Then there exists a constant $C_{T 5}>0$ such that

$$
\begin{align*}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & +\sum_{j=1}^{m}\left\|\left\{U_{j-1}\right\}\right\|_{\Omega_{t_{j-1}}}^{2}+\frac{\beta_{0}}{2} \sum_{j=1}^{m} \int_{I_{j}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t  \tag{4.66}\\
& \leq C_{T 5}\left(\left\|U_{0}^{-}\right\|_{\Omega_{t_{0}}}^{2}+\sum_{j=1}^{m} \int_{I_{j}} R_{t, j} \mathrm{~d} t\right), \quad m=1, \ldots, M, h \in(0, \bar{h}),
\end{align*}
$$

where $R_{t, j}=\left(C_{T 2}+C_{T 4} \tau_{j}\right)\left(\|g\|_{\Omega_{t}}^{2}+\left\|u_{D}\right\|_{\mathrm{DGB}, t}^{2}\right)$ for $t \in I_{j}$.
Proof. Writing $j$ instead of $m$ in (4.65), we obtain

$$
\begin{aligned}
\left\|U_{j}^{-}\right\|_{\Omega_{t_{j}}}^{2} & -\left\|U_{j-1}^{-}\right\|_{\Omega_{t_{j-1}}}^{2}+\left\|\{U\}_{j-1}\right\|_{\Omega_{t_{m-1}}}^{2}+\frac{\beta_{0}}{2} \int_{I_{j}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
& \leq \int_{I_{j}} R_{t, j} \mathrm{~d} t+C_{T 2} C_{T 4} \tau_{j}\left\|U_{j-1}^{-}\right\|_{\Omega_{t_{j-1}}}^{2}
\end{aligned}
$$

Let $m \geq 1$. The summation over all $j=1, \ldots, m$ yields the inequality

$$
\begin{aligned}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & +\sum_{j=1}^{m}\left\|\{U\}_{j-1}\right\|_{\Omega_{t_{j-1}}}^{2}+\frac{\beta_{0}}{2} \sum_{j=1}^{m} \int_{I_{j}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
& \leq\left\|U_{0}^{-}\right\|_{\Omega_{0}}^{2}+C_{T 2} C_{T 4} \sum_{j=0}^{m} \tau_{j+1}\left\|U_{j}^{-}\right\|_{\Omega_{t_{j}}}^{2}+\sum_{j=1}^{m} \int_{I_{j}} R_{t, j} \mathrm{~d} t .
\end{aligned}
$$

The use of the discrete Gronwall inequality with setting

$$
\begin{aligned}
x_{0} & =a_{0}=\left\|U_{0}^{-}\right\|_{\Omega_{t_{0}}}^{2}, \quad c_{0}=0 \\
x_{m} & =\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} \\
y_{m} & =\sum_{j=1}^{m}\left\|\left\{U_{j-1}\right\}\right\|_{\Omega_{t_{j-1}}}^{2}+\frac{\beta_{0}}{2} \sum_{j=1}^{m} \int_{I_{j}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t \\
a_{m} & =\left\|U_{0}^{-}\right\|_{\Omega_{t_{0}}}^{2}+\sum_{j=1}^{m} \int_{I_{j}} R_{t, j} \mathrm{~d} t \\
b_{j} & =C_{T 2} C_{T 4} \tau_{j+1}, \quad j=0,1, \ldots, m
\end{aligned}
$$

yield

$$
\begin{align*}
\left\|U_{m}^{-}\right\|_{\Omega_{t_{m}}}^{2} & +\sum_{j=1}^{m}\left\|\left\{U_{j-1}\right\}\right\|_{\Omega_{t_{j-1}}}^{2}+\frac{\beta_{0}}{2} \sum_{j=1}^{m} \int_{I_{j}}\|U\|_{\mathrm{DG}, t}^{2} \mathrm{~d} t  \tag{4.67}\\
& \leq\left(\left\|U_{0}^{-}\right\|_{\Omega_{t_{0}}}^{2}+\sum_{j=1}^{m} \int_{j} R_{t, j} \mathrm{~d} t\right) \prod_{j=0}^{m-1}\left(1+C_{T 2} C_{T 4} \tau_{j+1}\right)
\end{align*}
$$

Finally (4.67) and the inequality $1+\sigma<\exp (\sigma)$ valid for any $\sigma>0$ immediately yield (4.66) with the constant $C_{T 5}:=\exp \left(C_{T 2} C_{T 4} T\right)$.

## 5. Conclusion

This paper is devoted to the stability analysis of the space-time discontinuous Galerkin method applied to the numerical solution of an initial-boundary value problem for a nonlinear convection-diffusion equation in a time-dependent domain. The problem is formulated with the aid of a new version of the arbitrary LagrangianEulerian (ALE) method allowing to use different meshes in different time slabs. In the numerical scheme we use the nonsymmetric, symmetric and incomplete versions of the space discretization of diffusion terms and interior and boundary penalty. The nonlinear convection terms are discretized with the aid of a numerical flux. The space discretization uses piecewise polynomial approximations of degree $\leq p$ with an integer $p \geq 1$. For the discontinuous Galerkin discretization in time we use polynomials of degree $\leq q$ with $q \geq 1$. (We are not concerned with the case $q=0$, which yields the simple backward Euler time discretization.) Main attention is paid here to the situation when $q \geq 2$, which is much more complicated and a special technique based on the ALE-generalization of the concept of the discrete characteristic function has been applied. This approach combined with a number of various estimates results in the proof of unconditional stability of the method. The obtained results represent a theoretical support of the ALE-STDGM developed in [16] for the numerical solution of compressible Navier-Stokes equations in time-dependent domains and interaction of compressible flow with elastic structures.

Further step will be the application of derived results to the analysis of error estimates of the ALE-STDGM in time-dependent domains. Interesting, but very difficult would be the analysis of the ALE-STDGM applied to singularly perturbed nonlinear problems, generalizing results of papers $[45,54]$.

## Appendix A. Proof of estimates (4.41) and (4.42) from the proof of Theorem 4.1 in the 3D case (by Z. Vlasáková)

We introduce a parametrization of $\hat{\Gamma}$. Let $\Delta^{2}$ be a reference simplex in $\mathbb{R}^{2}$ (with one vertex being the origin and all of the other vertices have only one non-zero coordinate equal to 1 ). Now

$$
\begin{aligned}
\Gamma & =\mathcal{A}_{t}(\hat{\Gamma}), \quad \hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}, \\
\hat{\Gamma} & =\mathcal{B}_{m-1}^{\hat{\Gamma}}\left(\Delta^{2}\right)=\left\{X=\mathcal{B}_{m-1}^{\hat{\Gamma}}(v) ; v \in \Delta^{2}\right\} \\
\mathrm{d} S^{\hat{\Gamma}} & =\left\|\frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{1}}(v) \times \frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{2}}(v)\right\| \mathrm{d} x^{1} \mathrm{~d} x^{2}, \quad v \in \Delta^{2} \\
\Gamma & =\left\{x=\mathcal{A}_{t}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) ; v \in \Delta^{2}\right\} \\
\mathrm{d} S^{\Gamma} & =\left\|\frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) \frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{1}}(v) \times \frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) \frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{2}}(v)\right\| \mathrm{d} x^{1} \mathrm{~d} x^{2}, \quad v \in \Delta^{2}
\end{aligned}
$$

By the symbol $\times$ we denote the vector product. The terms $\frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{i}}(v)$ are tangent vectors to $\hat{\Gamma}$ at the point $\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)$. It follows from the properties of the mapping $\mathcal{A}_{t}$ that the values of $\frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) \frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{i}}(v)$ are identical from the sides of both elements $\hat{K}_{L}^{\hat{\Gamma}}$ and $\hat{K}_{R}^{\hat{\Gamma}}$ adjacent to $\hat{\Gamma}$.

In what follows, for the sake of simplicity, by $c$ we denote a generic positive constant independent of $h$, with different values at different places. Then we can write

$$
\begin{aligned}
\int_{\Gamma} \frac{1}{h(\Gamma)}\left[U_{s}\right]^{2} \mathrm{~d} S^{\Gamma}=\int_{\Delta^{2}} & \frac{1}{h(\Gamma)}\left[U_{s}\left(\mathcal{A}_{t}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\right)\right]^{2} \\
& \left\|\frac{\mathrm{~d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) \frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{1}}(v) \times \frac{\mathrm{d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right) \frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{2}}(v)\right\| \mathrm{d} x^{1} \mathrm{~d} x^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \int_{\Delta^{2}} \frac{1}{h(\Gamma)}\left[\tilde{U}_{s}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\right]^{2}\left\|\frac{\mathrm{~d} \mathcal{A}_{t}}{\mathrm{~d} X}\left(\mathcal{B}_{m-1}^{\hat{\Gamma}}(v)\right)\right\|^{2}\left\|\frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{1}}(v) \times \frac{\partial \mathcal{B}_{m-1}^{\hat{\Gamma}}}{\partial x^{2}}(v)\right\| \mathrm{d} x^{1} \mathrm{~d} x^{2} \\
& \leq \int_{\hat{\Gamma}} \frac{c}{h(\hat{\Gamma})}\left[\tilde{U}_{s}\right]^{2} \mathrm{~d} S^{\hat{\Gamma}}
\end{aligned}
$$

Hence,

$$
\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left[U_{s}\right]^{2} \mathrm{~d} S^{\Gamma}\right) \mathrm{d} t \leq c \int_{I_{m}}\left(\sum_{\hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}} \frac{c_{W}}{h(\hat{\Gamma})} \int_{\hat{\Gamma}}[\tilde{U}]^{2} \mathrm{~d} S^{\hat{\Gamma}}\right) \mathrm{d} t
$$

Further for $\Gamma=\mathcal{A}_{t}(\hat{\Gamma}), \hat{\Gamma} \in \mathcal{F}_{h, t_{m-1}}^{I}$, we consider the parametrization

$$
\begin{aligned}
\Gamma & =\left\{x=\mathcal{B}_{t}^{\Gamma}(v) ; v \in \Delta^{2}\right\}, \\
\hat{\Gamma} & =\left\{X=\mathcal{A}_{t}^{-1}\left(\mathcal{B}_{t}^{\Gamma}(v)\right) ; v \in \Delta^{2}\right\}, \\
\mathrm{d} S^{\Gamma} & =\left\|\frac{\partial \mathcal{B}_{m-1}^{\Gamma}}{\partial x^{1}}(v) \times \frac{\partial \mathcal{B}_{m-1}^{\Gamma}}{\partial x^{2}}(v)\right\| \mathrm{d} v, \quad v \in \Delta^{2} \\
\mathrm{~d} S^{\hat{\Gamma}} & =\left\|\frac{\mathrm{d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right) \frac{\partial \mathcal{B}_{t}^{\Gamma}}{\partial x^{1}}(v) \times \frac{\mathrm{d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right) \frac{\partial \mathcal{B}_{t}^{\Gamma}}{\partial x^{2}}(v)\right\| \mathrm{d} v, \quad v \in \Delta^{2} .
\end{aligned}
$$

Then

$$
\begin{aligned}
\int_{\hat{\Gamma}}[\tilde{U}]^{2} \mathrm{~d} S^{\hat{\Gamma}} & =\int_{\Delta^{2}}\left[\tilde{U}\left(\mathcal{A}_{t}^{-1}\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right)\right]^{2}\left\|\frac{\mathrm{~d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right) \frac{\partial \mathcal{B}_{t}^{\Gamma}}{\partial x^{1}}(v) \times \frac{\mathrm{d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right) \frac{\partial \mathcal{B}_{t}^{\Gamma}}{\partial x^{2}}(v)\right\| \mathrm{d} x^{1} \mathrm{~d} x^{2} \\
& \leq \int_{\Delta^{2}}\left[U\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right]^{2}\left\|\frac{\mathrm{~d} \mathcal{A}_{t}^{-1}}{\mathrm{~d} x}\left(\mathcal{B}_{t}^{\Gamma}(v)\right)\right\|^{2}\left\|\frac{\partial \mathcal{B}_{m-1}^{\Gamma}}{\partial x^{1}}(v) \times \frac{\partial \mathcal{B}_{m-1}^{\Gamma}}{\partial x^{2}}(v)\right\| \mathrm{d} x^{1} \mathrm{~d} x^{2} \\
& \leq c \int_{\Delta^{2}}[U]^{2} \mathrm{~d} S^{\Gamma} .
\end{aligned}
$$

Together we get

$$
\int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}\left[U_{s}\right]^{2} \mathrm{~d} S^{\Gamma}\right) \mathrm{d} t \leq c \int_{I_{m}}\left(\sum_{\Gamma \in \mathcal{F}_{h, t}^{I}} \frac{c_{W}}{h(\Gamma)} \int_{\Gamma}[U]^{2} \mathrm{~d} S^{\Gamma}\right) \mathrm{d} t
$$

which is the 3D version of (4.41). Similarly we prove (4.42) in the 3D case.
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## A posteriori error estimates for nonlinear parabolic problems
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#### Abstract

We deal with the numerical solution of nonlinear time-dependent convection-diffusionreaction equations with the aid of continuous and discontinuous Galerkin discretization of an arbitrary polynomial approximation degree. We derive a posteriori error estimates in the space-time meshdependent dual norm. The estimates are based on the equilibrated flux reconstruction techniques which are locally computable. We prove the upper and lower bounds and present several numerical experiments justifying the theoretical results.
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1. Introduction. We deal with an a posteriori error analysis of a scalar nonlinear time-dependent convection-diffusion-reaction problem which is discretized by continuous and/or discontinuous Galerkin approximation of an arbitrary polynomial degree with respect to the space and time. The aim is to derive error estimates which are reliable (the upper bounds do not depend on unknown constants), locally computable and locally efficient (local lower bounds are valid).

There are a number of results devoted to a posteriori error estimates of parabolic problems. For an introduction to the topic with an overview of the concepts, we refer to [46]. The upper bound for the heat equation problem is derived in, e.g., [20], [32], [36], or [38] and the applications to adaptivity can be found in, e.g., [8], [29]. The upper and lower bounds for linear parabolic problems are derived in, e.g., [5], [17], or [44]. For an extension to nonlinear problems, see, e.g., [19], [28], [43], and [45].

A posteriori error analysis for nonlinear parabolic problems is addressed in [11], where a special dual norm of the residual is constructed. This norm enables one to derive a reliable upper bound that is efficient locally in time and globally in space. However, all the papers mentioned above are devoted to a low (first or second) order time discretizations only. The analysis of linear problems discretized by the higher order methods in time can be found, e.g., in [2], [14], [15], [41]. The analysis of the higher order time discretizations for nonlinear problems can be found, e.g., in [33], where the upper bound consists of dual norms and it is not directly computable.

The aim of this paper is to generalize the results from [11] to higher order time discretizations, namely to continuous Galerkin (cG) and discontinuous Galerkin (dG) time discretization methods in the combination with the classical conforming finite

[^3]element method (FEM) and discontinuous Galerkin finite element method (DGFEM) in space. Since Galerkin time discretizations use the same principles in time as FEM or DGFEM do in space, it is possible to develop a posteriori error analysis of the time discretization in a similar way as for the space discretizations. Then the reconstruction with respect to time can be made with the aid of interpolation on right GaussRadau quadrature nodes. This type of reconstruction is well known from the analysis connecting dG, Radau collocation method, and Radau IIA Runge-Kutta method; see, e.g., [2], [22], [25], and namely the seminal paper [13].

Throughout this paper we deal with four methods for which we use the following abbreviations denoting the combination of time-space discretization:

- cG-FEM: the continuous Galerkin method in time and the conforming finite element method in space,
- dG-FEM: the discontinuous Galerkin method in time and the conforming finite element method in space,
- cG-DGFEM: the continuous Galerkin method in time and the discontinuous Galerkin method in space,
- dG-DGFEM: the discontinuous Galerkin method in time as well as in space.

An important contribution of this paper lies in theoretical justifications of unified analysis of cG (conforming) and dG (nonconforming) time discretizations. This is possible due to the reformulation of the original parabolic problem in such a way that the exact solution of the original problem is also the solution of the new one and that both discretization methods behave as conforming with respect to the new reformulated problem. These properties enable us to derive a posteriori upper bound, where the penalization of nonconformity is naturally included into the estimator and no additional artificial penalization term is needed. We employ the equilibrated flux reconstruction technique, which is close to the hypercircle method; see [37]. For an overview of the equilibrated flux reconstruction technique applied to the stationary problems, see, e.g., [1], [6], [18], [16], [31] and references cited therein.

The theoretical analysis in [6] and [18] also shows the independence of the constants arising in the efficiency estimates on the polynomial degree for certain types of flux reconstructions. See also [34] and [47], where the analysis of polynomial dependence of efficiency estimates is presented too. Nevertheless, this topic is beyond the scope of this paper and will be possibly addressed in future works of the authors.

For time-dependent problems, it is natural to consider discretization on changing (space) meshes in time. In order to simplify the exposition, we start with the cG-FEM and dG-FEM approach on fixed meshes. Then we proceed with the cG-DGFEM and dG-DGFEM techniques on meshes changing in time. An extension of cG-FEM and dG-FEM on varying meshes is straightforward.

The contents of the rest of this paper is the following. In section 2 , we introduce the continuous problem, whose (space-continuous) Galerkin discretization is treated in section 3. In section 4, we describe the error measure as dual norm of residual with respect to the reformulated problem for the cG-FEM and dG-FEM techniques, reconstruct the solution with respect to time and space, and derive an a posteriori upper bound. The corresponding local lower bounds are presented in section 5. In section 6 , we briefly extend the results to discontinuous space discretization (cGDGFEM and dG-DGFEM) including the generalization for meshes changing in time. Finally, section 7 contains several numerical experiments.
2. Continuous problem. Let $\Omega \subset \mathbb{R}^{d}(d=1,2,3)$ be a bounded polyhedral domain with Lipschitz continuous boundary $\partial \Omega$ and $T>0$. We use standard notation
for Lebesgue, Sobolev, and Bochner spaces. Let (.,.) and $\|$.$\| be the L^{2}(\Omega)$ scalar product and norm, respectively. Let us consider the following initial-boundary value problem: find $u: \Omega \times(0, T) \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
\frac{\partial u}{\partial t}-\nabla \cdot \sigma(u, \nabla u)+c(u) & =0 \quad \text { in } \Omega \times(0, T),  \tag{1}\\
u & =0 \quad \text { in } \partial \Omega \times(0, T), \\
u(0) & =u^{0} \quad \text { in } \Omega,
\end{align*}
$$

where the initial condition $u^{0} \in H_{0}^{1}(\Omega)$, the reaction term $c: L^{2}\left(0, T, L^{2}(\Omega)\right) \rightarrow$ $L^{2}\left(0, T, L^{2}(\Omega)\right)$, and the flux term $\sigma: L^{2}\left(0, T, L^{2}(\Omega)\right)^{d+1} \rightarrow L^{2}\left(0, T, L^{2}(\Omega)^{d}\right)$. We assume that $\sigma(u, \nabla u) \in L^{2}(0, T, H(\operatorname{div}, \Omega))$ for the sufficiently regular exact solution $u($ cf. Definition 1$)$, where $H(\operatorname{div}, \Omega)=\left\{v \in L^{2}(\Omega)^{d}: \operatorname{div} v \in L^{2}(\Omega)\right\}$. Moreover, we assume that the complete spatial operator is monotone, i.e.,

$$
\begin{equation*}
(\sigma(u, \nabla u)-\sigma(v, \nabla v), \nabla u-\nabla v)+(c(u)-c(v), u-v) \geq 0 \quad \forall u, v \in H_{0}^{1}(\Omega) \tag{2}
\end{equation*}
$$

Let us note that (1) also covers the case when a source term $g(x, t)$ appears on the right-hand side of (1). Then the source term can be absorbed by the nonlinear terms, e.g., by setting $\tilde{c}(u):=c(u)-g(x, t)$. The assumption (2) remains preserved. For simplicity, we consider the homogeneous Dirichlet boundary condition which can be relaxed.

Let us denote the weak time derivative $u^{\prime}=\frac{\partial u}{\partial t}$ and define spaces

$$
\begin{align*}
X & =L^{2}\left(0, T, H_{0}^{1}(\Omega)\right),  \tag{3}\\
Y & =\left\{v \in X: v^{\prime} \in L^{2}\left(0, T, L^{2}(\Omega)\right)\right\} \subset C\left([0, T], L^{2}(\Omega)\right), \\
Y^{0} & =\left\{v \in Y: v(0)=u^{0}\right\} .
\end{align*}
$$

Definition 1. We say that the function $u \in Y^{0}$ is the weak solution of (1) if

$$
\begin{equation*}
\int_{0}^{T}\left(u^{\prime}, v\right)+(\sigma(u, \nabla u), \nabla v)+(c(u), v) \mathrm{d} t=0 \quad \forall v \in X . \tag{4}
\end{equation*}
$$

In this paper we assume that there exists a solution of problem (4). The possible proof of the existence of the solution can be carried out under the assumption of the Lipschitz continuity and coercivity of data; see, e.g., [30, Part II, section 2]. The uniqueness of the solution of problem (4) follows from (2). Assumption (2) can be relaxed, e.g., by Gårding-like inequality.
3. cG-FEM, dG-FEM discretizations. We consider a space partition $\mathcal{T}_{h}$ consisting of a finite number of closed, $d$-dimensional simplices with mutually disjoint interiors and covering $\bar{\Omega}$, i.e., $\bar{\Omega}=\cup_{K \in \mathcal{T}_{h}} K$. We assume conforming properties of the mesh, i.e., neighboring elements share an entire edge or face. In the rest of this paper we speak only about edges, but we mean edges or faces depending on the dimension $d$. We denote the vertices of the mesh by $a$ and edges by $e$. We set $h_{e}=\operatorname{diam}(e)$, $h_{K}=\operatorname{diam}(K)$ and $h=\max _{K} h_{K}$. We assume shape regularity of elements, i.e., $h_{K} / \rho_{K} \leq C$ for all $K \in \mathcal{T}_{h}$, where $\rho_{K}$ is the radius of the largest $d$-dimensional ball inscribed into $K$ and constant $C$ does not depend on $\mathcal{T}_{h}$ for $h \in\left(0, h_{0}\right)$. Moreover, we assume the local quasi-uniformity of the mesh, i.e., $h_{K} \leq C h_{K^{\prime}}$ for neighboring elements $K$ and $K^{\prime}$, where constant $C$ does not depend on $\mathcal{T}_{h}$ for $h \in\left(0, h_{0}\right)$ again. For each edge $e$, let $n=n_{e}$ denote an unit normal vector to $e$ with arbitrary but
fixed direction for the inner edges and with outer direction on $\partial \Omega$. Moreover, for each $K \in \mathcal{T}_{h}, n_{K}$ is the unit outer normal vector to $K$.

$$
\begin{equation*}
V_{h}=\left\{v \in H_{0}^{1}(\Omega):\left.v\right|_{K} \in P^{p}(K), K \in \mathcal{T}_{h}\right\} \tag{5}
\end{equation*}
$$

where the space $P^{p}(K)$ denotes the space of polynomials on $K$ up to the degree $p \geq 1$ (fixed for all $K \in \mathcal{T}_{h}$ ). We denote by $\Pi$ the $L^{2}$-orthogonal projection on $V_{h}$.

In order to discretize problem (4) in time, we consider a time partition $0=t_{0}<$ $t_{1}<\cdots<t_{r}=T$ with time intervals $I_{m}=\left(t_{m-1}, t_{m}\right)$, time steps $\tau_{m}=\left|I_{m}\right|=$ $t_{m}-t_{m-1}$ and $\tau=\max _{m=1, \ldots, r} \tau_{m}$. In the following, we consider two variants of the time discretization, conforming continuous Galerkin (cG) method and nonconforming discontinuous Galerkin (dG) method. For the conforming case, we seek the discrete solution in the affine subspace of $Y$, i.e., in

$$
\begin{equation*}
Y_{h}^{\tau}=\left\{v \in Y:\left.v\right|_{I_{m}} \in P^{q+1}\left(I_{m}, V_{h}\right), v(0)=\Pi u^{0}\right\} \tag{6}
\end{equation*}
$$

where $P^{q}\left(I_{m}, B\right)$ is the space of polynomial functions in time of degree less than or equal to $q \geq 0$ with values in the Hilbert space $B$. It is important to notice that $Y_{h}^{\tau}$ is a subspace of $Y$ and not a subspace of $Y^{0}$ in general, because $Y_{h}^{\tau}$ violates the initial condition. Since $Y \subset C\left([0, T], L^{2}(\Omega)\right)$, this space consists of piecewise polynomials that are continuous in space and time and satisfy the approximation of the initial condition $\Pi u^{0}$ and homogeneous boundary conditions.

For the nonconforming case, we define the space of piecewise polynomial functions

$$
\begin{equation*}
X_{h}^{\tau}=\left\{v \in L^{2}\left(0, T, V_{h}\right):\left.v\right|_{I_{m}} \in P^{q}\left(I_{m}, V_{h}\right)\right\} . \tag{7}
\end{equation*}
$$

Let us note that the dimension of $Y_{h}^{\tau}$ and $X_{h}^{\tau}$ is the same $\left(=r(q+1) \operatorname{dim}\left(V_{h}\right)\right)$ since in $X_{h}^{\tau}$ we consider polynomials of degree $q$ only, but the discontinuities at $t_{m}, m=$ $1, \ldots, r-1$, give the additional degrees of freedom. The spaces $Y_{h}^{\tau}$ and $X_{h}^{\tau}$ represent natural discrete variants of spaces $Y^{0}$ and $X$, respectively.

Since space $X_{h}^{\tau}$ consists of functions that can be discontinuous in time, we need to define the one-sided limits and jumps

$$
\begin{align*}
& v_{+}^{m}=\lim _{t \rightarrow t_{m}+} v(t), \quad m=0, \ldots, r-1, \quad v_{-}^{m}=\lim _{t \rightarrow t_{m}-} v(t), \quad m=1, \ldots, r,  \tag{8}\\
& \{v\}_{m}=v_{+}^{m}-v_{-}^{m}, \quad m=1, \ldots, r-1, \quad v_{-}^{0}=u^{0}, \quad\{v\}_{0}=v_{+}^{0}-u^{0},
\end{align*}
$$

where $u^{0}$ is the initial condition. We omit the subscript $\pm$ for continuous functions.
In order to simplify the notation, we set the local $L^{2}$-scalar products

$$
\begin{equation*}
(u, v)_{M}=\int_{M} u v \mathrm{~d} x, \quad(u, v)_{M, m}=\int_{M \times I_{m}} u v \mathrm{~d} x \mathrm{~d} t \quad \forall m=1, \ldots, r, \tag{9}
\end{equation*}
$$

where $M \subset \bar{\Omega}$ is some collection of elements $K$ from $\mathcal{T}_{h}$, and the corresponding norms $\|\cdot\|_{M},\|\cdot\|_{M, m}$. Similarly, for $K \in \mathcal{T}_{h}, m=1, \ldots, r$, we define

$$
\begin{equation*}
a_{K, m}(u, v)=(\sigma(u, \nabla u), \nabla v)_{K, m}+(c(u), v)_{K, m}, \quad u, v \in X \tag{10}
\end{equation*}
$$

to describe localized version of the spatial operator on $K \times I_{m}$. By $\sum_{K, m}$ we will denote a sum over all space-time elements $K \times I_{m}$, where $K \in \mathcal{T}_{h}$ and $m=1, \ldots, r$.

Now we are able to define the cG-FEM and dG-FEM discretizations. The cGFEM discretization is based on the original weak formulation (4), where the original spaces $Y^{0}$ and $X$ are naturally approximated by spaces $Y_{h}^{\tau}$ and $X_{h}^{\tau}$, respectively.

Definition 2. We say that the function $u_{h}^{\tau} \in Y_{h}^{\tau}$ is the approximate solution of (4) obtained by the time continuous Galerkin-FEM (cG-FEM) if

$$
\begin{equation*}
\sum_{K, m}\left(\left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}+a_{K, m}\left(u_{h}^{\tau}, v\right)\right)=0 \quad \forall v \in X_{h}^{\tau} . \tag{11}
\end{equation*}
$$

On the other hand, the dG-FEM discretization approximates the solution space $Y^{0}$ by $X_{h}^{\tau}$. This violation of the nature of space $Y^{0}$ is compensated by the additional jump terms.

Definition 3. We say that the function $u_{h}^{\tau} \in X_{h}^{\tau}$ is the approximate solution of (4) obtained by the time discontinuous Galerkin-FEM (dG-FEM) if

$$
\begin{equation*}
\sum_{K, m}\left(\left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}+a_{K, m}\left(u_{h}^{\tau}, v\right)+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K}\right)=0 \quad \forall v \in X_{h}^{\tau} . \tag{12}
\end{equation*}
$$

The methods (11) and (12) can be viewed as a generalization of classical onestep methods for parabolic problems. It is possible to show that setting $q=0$, i.e., piecewise linear continuous approximation in time for cG-FEM or piecewise constant approximation in time for dG-FEM, are equivalent (up to a suitable quadrature of the time integral) to the Crank-Nicolson method or backward Euler method, respectively, in time combined with FEM in space. These methods for $q \geq 1$ (with corresponding Gauss or right Gauss-Radau quadrature) lead to certain well-known implicit Runge-Kutta methods (Kunzmann-Butchder method (also known as Gauss-Legendre method) or Radau IIA method). For details about relations between Runge-Kutta methods, collocation methods, and Galerkin methods, see, e.g., [2], [22], [25], and [48] for the details about implicit Runge-Kutta methods; see, e.g., [7], [23], and [24].

In virtue of (12), for $K \in \mathcal{T}_{h}, m=1, \ldots, r$, we set

$$
\begin{equation*}
b_{K, m}(u, v)=\left(u^{\prime}, v\right)_{K, m}+a_{K, m}(u, v)+\left(\{u\}_{m-1}, v_{+}^{m-1}\right)_{K} . \tag{13}
\end{equation*}
$$

The form $b_{K, m}$ is not linear, but it is affine, since the first jump term includes the initial condition; see (8). This enables us to work with $b_{K, m}$ on the first time level in the same way as on the other levels. This unified notation naturally covers the nonconformity in the deviation of the initial condition in the same way as the usual nonconformity coming from the discontinuity of the discrete solution; see section 4.2.

## 4. A posteriori error analysis of cG-FEM and dG-FEM discretizations.

4.1. Error measure. Inspired by [11, section 2.3.1], we define a parameter associated to space-time element $K \times I_{m}$ by $d_{K, m}$. The forthcoming analysis will be independent of the choice of this parameter. We only assume for the analysis that $d_{K, m}>0$ and that $d_{K, m}$ is locally quasi-uniform, i.e., $d_{K, m} \leq C d_{K^{\prime}, m}$ for neigboring elements $K$ and $K^{\prime}$, where constant $C$ does not depend on $\mathcal{T}_{h}$ for $h \in\left(0, h_{0}\right)$ and $m=1, \ldots, r$. Expected possible choices are $d_{K, m}^{2}=h_{K}^{2}+\tau_{m}^{2}$ or $d_{K, m}=1$ or $d_{K, m}=h_{K}$. The assumption of local quasi-uniformity of $d_{K, m}$ (as can be seen from expected choices for $d_{K, m}$ ) brings most often no additional restrictions with respect to the adaptivity of the mesh, since the local quasi-uniformity of the parameter (or space elements, respectively) is the direct consequence of the shape regularity assumption that is typically assumed for most discretizations already.

Let us define the space

$$
\begin{equation*}
Y^{\tau}=\left\{v \in X:\left.v^{\prime}\right|_{I_{m}} \in L^{2}\left(I_{m}, L^{2}(\Omega)\right)\right\} \tag{14}
\end{equation*}
$$

of piecewise continuous functions with respect to time. In fact, $Y^{\tau}$ is a broken Sobolev space with respect to time. From the definition of the space $Y^{\tau}$ we can see that

$$
\begin{equation*}
Y^{0} \subset Y \subset Y^{\tau} \subset X, \quad Y_{h}^{\tau}, X_{h}^{\tau} \subset Y^{\tau} \tag{15}
\end{equation*}
$$

This space is suitable for redefinition of the weak formulation (4), which is replaced by the following one: find $u \in Y^{\tau}$ such that

$$
\begin{equation*}
\sum_{K, m} b_{K, m}(u, v)=0 \quad \forall v \in Y^{\tau} \tag{16}
\end{equation*}
$$

Lemma 4. Let $u \in Y^{0}$ be the unique solution of problem (4). Then $u$ is the unique solution of problem (16).

Proof. From (15) we can see that the unique exact solution of former problem (4) is also the solution of problem (16). It is sufficient to prove the uniqueness. We follow the idea of energy estimates from the seminal work [13, Lemma 4]. Let $u \in Y^{0}$ be the original solution of problem (4) that satisfies problem (16), and let $u_{1} \in Y^{\tau}$ be another solution of (16). Then subtracting the relations (16) for $u$ and $u_{1}$ with $v=2\left(u-u_{1}\right)$ and using monotonicity (2), we gain

$$
\begin{align*}
0= & \sum_{K, m}\left(2\left(\left(u-u_{1}\right)^{\prime}, u-u_{1}\right)_{K, m}+2 a_{K, m}\left(u, u-u_{1}\right)-2 a_{K, m}\left(u_{1}, u-u_{1}\right)\right)  \tag{17}\\
& +\sum_{K, m} 2\left(\left\{u-u_{1}\right\}_{m-1},\left(u-u_{1}\right)_{+}^{m-1}\right)_{K} \\
\geq & \sum_{K, m}\left(2\left(\left(u-u_{1}\right)^{\prime}, u-u_{1}\right)_{K, m}+2\left(\left\{u-u_{1}\right\}_{m-1},\left(u-u_{1}\right)_{+}^{m-1}\right)_{K}\right) \\
= & \left\|\left(u-u_{1}\right)_{-}^{r}\right\|^{2}+\sum_{K, m}\left\|\left\{u-u_{1}\right\}_{m-1}\right\|_{K}^{2}
\end{align*}
$$

Since the original solution $u$ is continuous $\left(u \in Y^{0}\right)$, we get that $\{u\}_{m-1}=0$. Then relation (17) implies that $\left\{u_{1}\right\}_{m-1}=0$ too. From this follows that $u_{1} \in Y^{0}$ and satisfies (4).

The reason for the redefinition of the standard formulation (4) is that (16) is closer to the nonconforming dG-FEM discretization which can be handled as a conforming discretization with respect to (16), i.e., discretization on subspaces; see (15).

We define a norm on $Y^{\tau}$,

$$
\begin{equation*}
\|v\|_{Y^{\tau}}^{2}=\sum_{K, m}\|v\|_{Y^{\tau}, K, m}^{2} \text { with }\|v\|_{Y^{\tau}, K, m}^{2}=d_{K, m}^{-2}\left(h_{K}^{2}\|\nabla v\|_{K, m}^{2}+\tau_{m}^{2}\left\|v^{\prime}\right\|_{K, m}^{2}\right) \tag{18}
\end{equation*}
$$

The same concept of norms is used in [11, section 2.3.1]. Following formulation (16) and using norm $\|\cdot\|_{Y^{\tau}}$, we define the error measure $\mathcal{E}=\mathcal{E}\left(u_{h}^{\tau}\right)$ as a dual norm of the residual

$$
\begin{equation*}
\mathcal{E}=\operatorname{Res}\left(u_{h}^{\tau}\right)=\sup _{0 \neq v \in Y^{\tau}} \frac{\sum_{K, m} b_{K, m}\left(u_{h}^{\tau}, v\right)}{\|v\|_{Y^{\tau}}} \tag{19}
\end{equation*}
$$

Let $u_{h}^{\tau} \in X_{h}^{\tau}$ be an arbitrary function. Then $\operatorname{Res}\left(u_{h}^{\tau}\right)$ represents a natural error measure for $u-u_{h}^{\tau}$. Moreover, an arbitrary Hilbert norm on $Y^{\tau}$ of $u-u_{h}^{\tau}$ can be associated with $\operatorname{Res}\left(u_{h}^{\tau}\right)$ by a duality argument. Furthermore, it is possible to see that the uniqueness of problem (16) implies $\operatorname{Res}\left(u_{h}^{\tau}\right)=0$ iff $u_{h}^{\tau}$ is equal to the exact solution $u$. Our aim is to estimate $\operatorname{Res}\left(u_{h}^{\tau}\right)$ for $u_{h}^{\tau}$ being the solution of (11) or (12).
4.2. Reconstruction of the approximate solution with respect to time. The exact solution $u$ of problem (4) or (16) belongs to $Y^{0}$. It is possible to see that a function $w$ from either the space $X_{h}^{\tau}$ or $Y_{h}^{\tau}$ belongs to the space $Y^{0}$ iff $w$ is continuous in time and satisfies the initial condition $u^{0}$. This is, in particular, not guaranteed for cG-FEM solution $u_{h}^{\tau} \in Y_{h}^{\tau}$, since it only satisfies the approximation of the initial condition $\Pi u^{0}$; see the definition of $Y_{h}^{\tau}$ (6). To be able to produce a posteriori error estimates we need to reconstruct the solution $u_{h}^{\tau}$ from either $X_{h}^{\tau}$ or $Y_{h}^{\tau}$ in such a way that the resulting reconstruction $R_{h}^{\tau}$ is conforming, i.e., $R_{h}^{\tau} \in Y^{0}$, and that $u_{h}^{\tau} \approx R_{h}^{\tau}$.

Let $r_{m} \in P^{q+1}$ be the right Radau polynomial on $I_{m}$, i.e., $r_{m}\left(t_{m-1}\right)=1$, $r_{m}\left(t_{m}\right)=0$, and $r_{m}$ is orthogonal to $P^{q-1}\left(I_{m}\right)$ with respect to the $L^{2}\left(I_{m}\right)$-inner product. Alternative equivalent definition for $r_{m} \in P^{q+1}$ is that the zeros of $r_{m}$ lie in the right Gauss-Radau quadrature nodes on $I_{m}$ and the polynomial is scaled such that $r_{m}\left(t_{m-1}\right)=1$. Then the polynomial reconstruction $R_{h}^{\tau}$ for both time discretizations can be determined on each interval $I_{m}$ by

$$
\begin{equation*}
R_{h}^{\tau}(x, t)=u_{h}^{\tau}(x, t)-\left\{u_{h}^{\tau}\right\}_{m-1}(x) r_{m}(t), \quad x \in \Omega, t \in I_{m} . \tag{20}
\end{equation*}
$$

The resulting function $R_{h}^{\tau}$ is continuous in time and satisfies the initial condition

$$
\begin{equation*}
R_{h}^{\tau}(x, 0)=u_{h}^{\tau}(x, 0)-\left\{u_{h}^{\tau}\right\}_{0}(x) r_{1}(0)=u_{h}^{\tau}(x, 0)-\left(u_{h}^{\tau}(x, 0)-u^{0}(x)\right)=u^{0}(x) \tag{21}
\end{equation*}
$$

cf. (8). Moreover, using the integration by parts and the properties of the Radau polynomial $r_{m}$, we get

$$
\begin{align*}
\left(\left(R_{h}^{\tau}\right)^{\prime}, v\right)_{m, K}= & \left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{m, K}-\left(r_{m}^{\prime}\left\{u_{h}^{\tau}\right\}_{m-1}, v\right)_{m, K}  \tag{22}\\
= & \left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{m, K}+\left(r_{m}\left\{u_{h}^{\tau}\right\}_{m-1}, v^{\prime}\right)_{m, K} \\
& -r_{m}\left(t_{m}\right)\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{-}^{m}\right)_{K}+r_{m}\left(t_{m-1}\right)\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K} \\
= & \left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{m, K}+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K} \quad \forall v \in P^{q}\left(I_{m}, L^{2}(K)\right) .
\end{align*}
$$

Since the reconstruction $R_{h}^{\tau}$ is locally defined and explicit, its computation is very cheap and easy to implement. This reconstruction is also used to show equivalence among Radau IIA Runge-Kutta method, Radau collocation method, and discontinuous Galerkin method; see [2], [14], [21], [33], [41].
4.3. Reconstruction of the approximate solution with respect to space. Since $\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right) \notin L^{2}(0, T, H(\operatorname{div}, \Omega))$ in general, we also reconstruct for similar reasons as above the spatial fluxes of the solution in such a way that $\sigma_{h}^{\tau} \in L^{2}(0, T, H$ (div, $\Omega)$ ) and $\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right) \approx \sigma_{h}^{\tau}$. Following reconstruction is a generalization of the reconstruction from [18, Construction 3.4]. Let $\operatorname{RTN}_{p}(K)$ be the Raviart-Thomas-Nedelec space of order $p$ for element $K \in \mathcal{T}_{h}$, i.e., $\operatorname{RTN}_{p}(K)=P_{p}(K)^{d}+x P_{p}(K)$. Let us denote the patch $\mathcal{T}_{a}=\bigcup_{a \in K} K$ associated with a vertex $a$ of a mesh $\mathcal{T}_{h}$. Moreover, we define RTN spaces on $\mathcal{T}_{a}$ with zero Neumann boundary condition:

$$
\begin{aligned}
& W_{\operatorname{RTN}, p}\left(\mathcal{T}_{a}\right)=\left\{v \in H\left(\operatorname{div}, \mathcal{T}_{a}\right):\left.v\right|_{K} \in \operatorname{RTN}_{p}(K), v \cdot n=0 \forall e \in \partial \mathcal{T}_{a}\right\}, a \notin \partial \Omega \\
& W_{\operatorname{RTN}, p}\left(\mathcal{T}_{a}\right)=\left\{v \in H\left(\operatorname{div}, \mathcal{T}_{a}\right):\left.v\right|_{K} \in \operatorname{RTN}_{p}(K), v \cdot n=0 \forall e \in \partial \mathcal{T}_{a} \backslash \partial \Omega\right\}, a \in \partial \Omega
\end{aligned}
$$

Let us denote $P_{*}^{p}\left(\mathcal{T}_{a}\right)$ elementwise polynomial functions (possibly discontinuous) of order $\leq p$ and with zero mean value for $a \notin \partial \Omega$. We denote as $\psi_{a}$ the piecewise linear "hat" function associated to vertex $a$ with $\psi_{a}(a)=1$ and $\psi_{a}(\bar{a})=0$ for other vertices $\bar{a}$. Obviously, $\left.\sum_{a \in K} \psi_{a}\right|_{K}=\left.1\right|_{K}$.

Moreover, we put

$$
\begin{align*}
& \xi_{a}^{1}=\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)  \tag{23}\\
& \xi_{a}^{2}=\psi_{a}\left(R_{h}^{\tau}\right)^{\prime}+\psi_{a} c\left(u_{h}^{\tau}\right)+\nabla \psi_{a} \cdot \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)
\end{align*}
$$

Then we seek $\sigma_{a}^{\tau} \in P^{q}\left(I_{m}, W_{\mathrm{RTN}, p}\left(\mathcal{T}_{a}\right)\right)$ and $r_{a}^{\tau} \in P^{q}\left(I_{m}, P_{*}^{p}\left(\mathcal{T}_{a}\right)\right)$ as solutions of the following local mixed finite element problem:

$$
\begin{array}{rll}
\left(\sigma_{a}^{\tau}, v\right)_{\mathcal{T}_{a}, m}-\left(r_{a}^{\tau}, \nabla \cdot v\right)_{\mathcal{T}_{a}, m} & =\left(\xi_{a}^{1}, v\right)_{\mathcal{T}_{a}, m} & \forall v \in P^{q}\left(I_{m}, W_{\mathrm{RTN}, p}\left(\mathcal{T}_{a}\right)\right)  \tag{24}\\
\left(\nabla \cdot \sigma_{a}^{\tau}, \varphi\right)_{\mathcal{T}_{a}, m}=\left(\xi_{a}^{2}, \varphi\right)_{\mathcal{T}_{a}, m} & \forall \varphi \in P^{q}\left(I_{m}, P_{*}^{p}\left(\mathcal{T}_{a}\right)\right)
\end{array}
$$

It is possible to observe that the second relation in (24) is satisfied for test function $\varphi$ constant in space, since then both sides of the relation are equal to zero due to the special choice of the right-hand side. Therefore, the second relation in (24) holds elementwise for arbitrary test function $\varphi \in P^{q}\left(I_{m}, P^{p}(K)\right)$. Problem (24) represents a local Neumann mixed finite element problem and the existence and uniqueness of problem (24) follows from [39, Theorem 10.1 and section 14]. Finally, we define $\sigma_{h}^{\tau}$ separately for each $I_{m}$ by

$$
\begin{equation*}
\left.\sigma_{h}^{\tau}\right|_{K \times I_{m}}=\left.\sum_{a \in K} \sigma_{a}^{\tau}\right|_{K} \tag{25}
\end{equation*}
$$

Summing the second relation from (24) over all vertices $a \in K$, we get

$$
\begin{equation*}
\left(\nabla \cdot \sigma_{h}^{\tau}, \varphi\right)_{K, m}=\left(\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right), \varphi\right)_{K, m} \quad \forall \varphi \in P^{q}\left(I_{m}, P^{p}(K)\right) \tag{26}
\end{equation*}
$$

This relation is known as local flux equilibration and represents an important tool for deriving a posteriori error upper bound.
4.4. Upper bound. In this section we prove an a posteriori upper bound for $\operatorname{Res}\left(u_{h}^{\tau}\right)$; cf. (19). We estimate $\operatorname{Res}\left(u_{h}^{\tau}\right)$ in terms of data $\sigma$ and $c$, discrete solution $u_{h}^{\tau}$, and functions $R_{h}^{\tau}$ and $\sigma_{h}^{\tau}$ that are cheaply (locally) computable from the discrete solution $u_{h}^{\tau}$. Let us assume $v \in Y^{\tau}$. We divide the numerator of $\operatorname{Res}\left(u_{h}^{\tau}\right)$ as

$$
\begin{align*}
& \sum_{K, m}\left(\left(\left(u_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right), v\right)_{K, m}+\left(\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), \nabla v\right)+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K}\right)  \tag{27}\\
& =\underbrace{\sum_{K, m}\left(\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}, v\right)_{K, m}}_{\chi_{1}}-\underbrace{\sum_{K, m}\left(\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), \nabla v\right)_{K, m}}_{\chi_{3}} \\
& -\underbrace{\left.\sum_{K, m}\left(\left(R_{h}^{\tau}-u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}-\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K}\right)}_{\chi_{2}} .
\end{align*}
$$

We estimate individual terms $\chi_{1}, \chi_{2}$ and $\chi_{3}$. Let $v_{K, m}$ be the $L^{2}$-orthogonal projection of $v \in Y^{\tau}$ on $P^{0}\left(K \times I_{m}\right)$. Using (26) and the space-time scaled Poincaré
inequality from [11, Lemma 2.2], we obtain

$$
\begin{align*}
\chi_{1} & =\sum_{K, m}\left(\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}, v\right)_{K, m}  \tag{28}\\
& =\sum_{K, m}\left(\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}, v-v_{K, m}\right)_{K, m} \\
& \leq \sum_{K, m} C_{P}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}\left(h_{K}^{2}\|\nabla v\|_{K, m}^{2}+\tau_{m}^{2}\left\|v^{\prime}\right\|_{K, m}^{2}\right)^{1 / 2} \\
& =\sum_{K, m} C_{P} d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}\|v\|_{Y^{\tau}, K, m}
\end{align*}
$$

where $C_{P}$ is the constant from the Poincaré inequality. In our case, where the space mesh consists of simplices, which are convex, we can bound $C_{P} \leq 1 / \pi$; see, e.g., [35]. For more detailed discussion on the estimates for the Poincaré constant, see, e.g., [42].

For the second term we get

$$
\begin{align*}
\chi_{2} & =\sum_{K, m}\left(\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), \nabla v\right)_{K, m}  \tag{29}\\
& \leq \sum_{K, m} \frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \frac{h_{K}}{d_{K, m}}\|\nabla v\|_{K, m} .
\end{align*}
$$

For the last term we apply the integration by parts and (20) to get

$$
\begin{align*}
\chi_{3} & =\sum_{K, m}\left(\left(\left(R_{h}^{\tau}-u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}-\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K}\right)  \tag{30}\\
& =-\sum_{K, m}\left(R_{h}^{\tau}-u_{h}^{\tau}, v^{\prime}\right)_{K, m} \leq \sum_{K, m} \frac{d_{K, m}}{\tau_{m}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m} \frac{\tau_{m}}{d_{K, m}}\left\|v^{\prime}\right\|_{K, m}
\end{align*}
$$

Combining the partial results (28), (29), and (30) we estimate the numerator of
$\operatorname{Res}\left(u_{h}^{\tau}\right)$ by the Cauchy inequalities

$$
\begin{align*}
& \sum_{K, m}\left(\left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}+a_{K, m}\left(u_{h}^{\tau}, v\right)_{K, m}+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K}\right)  \tag{31}\\
& \leq \sum_{K, m}\left(C_{P} d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}\|v\|_{Y^{\tau}, K, m}\right. \\
& \quad+\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \frac{h_{K}}{d_{K, m}}\|\nabla v\|_{K, m} \\
&\left.\quad+\frac{d_{K, m}}{\tau_{m}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m} \frac{\tau_{m}}{d_{K, m}}\left\|v^{\prime}\right\|_{K, m}\right) \\
& \leq \sum_{K, m}\left(C_{P} d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}\right. \\
&\left.\quad+\sqrt{\frac{d_{K, m}^{2}}{h_{K}^{2}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m}^{2}+\frac{d_{K, m}^{2}}{\tau_{m}^{2}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m}^{2}}\right)\|v\|_{Y^{\tau}, K, m} \\
& \leq \sum_{K, m}\left(C_{P} d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}\right. \\
&\left.\left.\quad+\sqrt{\frac{d_{K, m}^{2}}{h_{K}^{2}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m}^{2}+\frac{d_{K, m}^{2}}{\tau_{m}^{2}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m}^{2}}\right)^{2}\right]^{1 / 2}\|v\|_{Y^{\tau}}
\end{align*}
$$

Let us denote partial estimators

$$
\begin{align*}
\eta_{R, K, m} & =d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m}  \tag{32}\\
\eta_{S, K, m} & =\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \\
\eta_{T, K, m} & =\frac{d_{K, m}}{\tau_{m}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m}, \quad K \in \mathcal{T}_{h}, m=1, \ldots, r
\end{align*}
$$

The forthcoming theorem describing the upper bound to $\mathcal{E}=\operatorname{Res}\left(u_{h}^{\tau}\right)$ is a direct consequence of (31).

ThEOREM 5. Let $u \in Y$ be the solution of (4), and let $u_{h}^{\tau}$ be either the $c G-F E M$ solution defined by (11) or the dG-FEM solution defined by (12). Let $R_{h}^{\tau}$ and $\sigma_{h}^{\tau}$ be reconstructions obtained from $u_{h}^{\tau}$ by (20), respectively, (24) and (25). Then

$$
\begin{equation*}
\mathcal{E}^{2} \leq \eta^{2}:=\sum_{K, m}\left(C_{P} \eta_{R, K, m}+\left(\eta_{S, K, m}^{2}+\eta_{T, K, m}^{2}\right)^{1 / 2}\right)^{2} \tag{33}
\end{equation*}
$$

where the constant $C_{P} \leq 1 / \pi$.
5. Local efficiency. The goal of this section is to show that local individual terms $\eta_{R, K, m}, \eta_{S, K, m}$, and $\eta_{T, K, m}$ from a posteriori estimate (33) are locally efficient. It means that they provide local lower bounds to the error measure up to some generic constant $C>0$ that may depend on constants coming from the original continuous problem (the size of the domain $\Omega$, etc.) or on the constants coming from the discretization (mesh shape regularity constant, polynomial degrees $p$ and $q$, etc.). However, this constant is independent of the exact solution $u$, discrete solution $u_{h}^{\tau}$,
and space-time mesh sizes $h_{K}$ and $\tau_{m}$. We will denote dependence of the estimate up to this generic constant by $\lesssim$.

To be able to apply the result in a local way, we need the following notation. Let $\mathcal{T}_{e}$ be a patch of elements sharing common face $e$. Let $\mathcal{T}_{K}$ be a patch consisting of elements sharing at least a vertex with $K$ and $\mathcal{T}_{K}^{2}$ be a union of patches $\mathcal{T}_{K^{\prime}}$, where $K^{\prime} \subset \mathcal{T}_{K}$, i.e.,

$$
\mathcal{T}_{e}=\bigcup_{e \cap K^{\prime} \neq \emptyset} K^{\prime}, \quad \mathcal{T}_{K}=\bigcup_{K \cap K^{\prime} \neq \emptyset} K^{\prime}, \quad \mathcal{T}_{K}^{2}=\bigcup_{K^{\prime} \subset \mathcal{T}_{K}} \mathcal{T}_{K^{\prime}} .
$$

Let $M \subset \bar{\Omega}$, e.g., $M=K$ or $M=\mathcal{T}_{K}$. We define a local version of the space $Y^{\tau}$ by

$$
\begin{equation*}
Y_{M, m}^{\tau}=\left\{v \in Y^{\tau}: \operatorname{supp}(v) \subset \overline{M \times I_{m}}\right\}, \tag{34}
\end{equation*}
$$

and a local version of $\operatorname{Res}(w)$,

$$
\begin{equation*}
\operatorname{Res}_{M, m}(w)=\sup _{0 \neq v \in Y_{\mathcal{M}, m}} \frac{1}{\|v\|_{Y^{\tau}}} \sum_{K, m} b_{K, m}(w, v) . \tag{35}
\end{equation*}
$$

Typically, we use $\operatorname{Res}_{K, m}\left(u_{h}^{\tau}\right)$ or $\operatorname{Res}_{\tau_{K}, m}\left(u_{h}^{\tau}\right)$. Using the shape regularity of the mesh it is possible to see that

$$
\begin{equation*}
\sum_{K, m} \operatorname{Res}_{K, m}\left(u_{h}^{\tau}\right) \leq \sum_{K, m} \operatorname{Res} \mathcal{T}_{K, m}\left(u_{h}^{\tau}\right) \leq \sum_{K, m} \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right) \lesssim \operatorname{Res}\left(u_{h}^{\tau}\right) . \tag{36}
\end{equation*}
$$

For the purpose of the effectivity analysis we approximate $\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)$ and $c\left(u_{h}^{\tau}\right)$, since these terms are not polynomials in general even if $u_{h}^{\tau}$ is. We define $\bar{c}=\bar{c}\left(u_{h}^{\tau}\right) \in$ $P^{q}\left(I_{m}, P^{p}(K)\right)$ on $K \times I_{m}$ by

$$
\begin{equation*}
(\bar{c}, v)_{K, m}=\left(c\left(u_{h}^{\tau}\right), v\right)_{K, m} \quad \forall v \in P^{q}\left(I_{m}, P^{p}(K)\right) . \tag{37}
\end{equation*}
$$

For vertex $a \in K$ we define $\bar{\sigma}_{a}=\bar{\sigma}_{a}\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right) \in P^{q}\left(I_{m}, \operatorname{RTN}_{p}(K)\right)$ by

$$
\begin{align*}
\left(\bar{\sigma}_{a} \cdot n, v\right)_{e, m} & =\left(\psi_{a}\left\langle\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\rangle \cdot n, v\right)_{e, m} \quad \forall v \in P^{q}\left(I_{m}, P^{p}(e)\right), e \subset K,  \tag{38}\\
\left(\bar{\sigma}_{a}, v\right)_{K, m} & =\left(\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), v\right)_{K, m} \quad \forall v \in P^{q}\left(I_{m}, P^{p-1}(K)^{d}\right),
\end{align*}
$$

where $\left\langle\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\rangle$ denotes the arithmetic mean value of $\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)$ on the edge, and finally $\left.\bar{\sigma}\right|_{K \times I_{m}}=\sum_{a \in K} \bar{\sigma}_{a}$.

We often encounter $\bar{\sigma}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)$ or $\bar{c}-c\left(u_{h}^{\tau}\right)$ in the forthcoming analysis. These terms are a generalization to the classical oscillation term that is usually considered as negligible. For simplicity, we will cover these terms into the efficiency analysis under following assumption for $\bar{\sigma}_{a}$ :

$$
\begin{align*}
& d_{K, m}\left\|\nabla \cdot \bar{\sigma}_{a}-\nabla \cdot\left(\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right)\right\|_{K, m}+\frac{d_{K, m}}{h_{K}}\left\|\bar{\sigma}_{a}-\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m}  \tag{39}\\
& \lesssim \operatorname{Res}_{\tau_{K}, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}, m=1, \ldots, r,
\end{align*}
$$

and for $\bar{c}$

$$
\begin{equation*}
d_{K, m}\left\|\bar{c}-c\left(u_{h}^{\tau}\right)\right\|_{K, m} \lesssim \operatorname{Res}_{K, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}, m=1, \ldots, r . \tag{40}
\end{equation*}
$$

A direct consequence of (39) and triangle inequality is

$$
\begin{align*}
& d_{K, m}\left\|\nabla \cdot \bar{\sigma}-\nabla \cdot \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m}+\frac{d_{K, m}}{h_{K}}\left\|\bar{\sigma}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m}  \tag{41}\\
& \lesssim \operatorname{Res} \mathcal{T}_{K, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}, m=1, \ldots, r
\end{align*}
$$

These assumptions can be justified in a similar way as in [11, Assumption 4.1].
We will divide the proof of the local efficiency of the individual partial estimators $\eta_{R, K, m}, \eta_{S, K, m}$, and $\eta_{T, K, m}$ into the next auxiliary lemmas.

Lemma 6. Let $R_{h}^{\tau}$ be defined by (20). Let $\bar{\sigma}$ be defined by (38) and $\bar{c}$ by (37) satisfying (39) and (40), respectively. Then

$$
\begin{equation*}
\eta_{T, K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}, m=1, \ldots, r \tag{42}
\end{equation*}
$$

Proof. Let us construct a suitable test function $w \in Y^{\tau}$ associated with $K \times I_{m}$. Due to the piecewise continuous nature in time of the space $Y^{\tau}$ (see (14)), it is sufficient to define the function $w$ on time layer $\Omega \times I_{m}$ only

$$
\begin{equation*}
w(x, t)=\frac{d_{K, m}^{2}}{\tau_{m}}\left\{u_{h}^{\tau}\right\}_{m-1}(x) \chi_{K}(x) \Phi_{m}(t), \quad x \in \Omega, t \in I_{m} \tag{43}
\end{equation*}
$$

where $\chi_{K}$ is a polynomial bubble function on the element $K$ such that $\left\|\chi_{K}\right\|_{L^{\infty}(\Omega)}=1$ and $\Phi_{m}$ is a Legendre polynomial of degree $q+1$ orthogonal to polynomials of degree $q$ on $I_{m}$ such that $\Phi_{m}\left(t_{m-1}\right)=1$. We shall point out that the resulting function $w$ (after the extension by zero to the other time layers) satisfies $\operatorname{supp}(w)=K \times I_{m}$. Then

$$
\begin{align*}
\operatorname{Res}_{K, m} \geq & \frac{\sum_{K, m}\left(\left(u_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right), w\right)_{K, m}+\left(\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), \nabla w\right)_{K, m}+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, w_{+}^{m-1}\right)_{K}}{\|w\|_{Y^{\tau}, K, m}}  \tag{44}\\
\geq & \frac{\left(\left(u_{h}^{\tau}\right)^{\prime}+\bar{c}, w\right)_{K, m}+(\bar{\sigma}, \nabla w)_{K, m}+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, w_{+}^{m-1}\right)_{K}}{\|w\|_{Y^{\tau}, K, m}} \\
& +\frac{\left(c\left(u_{h}^{\tau}\right)-\bar{c}, w\right)_{K, m}+\left(\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\bar{\sigma}, \nabla w\right)_{K, m}}{\|w\|_{Y^{\tau}, K, m}}
\end{align*}
$$

We can estimate these terms individually. At first let us estimate $\|w\|_{Y^{\tau}, K, m}$. Using inverse inequality and (43) we get

$$
\begin{align*}
\|w\|_{Y^{\tau}, K, m}^{2} & =\frac{h_{K}^{2}\|\nabla w\|_{K, m}^{2}+\tau_{m}^{2}\left\|w^{\prime}\right\|_{K, m}^{2}}{d_{K, m}^{2}} \lesssim \frac{\|w\|_{K, m}^{2}}{d_{K, m}^{2}}  \tag{45}\\
& \leq \frac{d_{K, m}^{2}}{\tau_{m}^{2}}\left\|\left\{u_{h}^{\tau}\right\}_{m-1}\right\|_{K}^{2} \int_{I_{m}} \Phi_{m}^{2}(t) \mathrm{d} t \lesssim \frac{d_{K, m}^{2}}{\tau_{m}}\left\|\left\{u_{h}^{\tau}\right\}_{m-1}\right\|_{K}^{2}
\end{align*}
$$

The term containing $c\left(u_{h}^{\tau}\right)-\bar{c}$ can be estimated by the Poincaré inequality and (40),

$$
\begin{align*}
& \frac{\left(c\left(u_{h}^{\tau}\right)-\bar{c}, w\right)_{K, m}}{\|w\|_{Y^{\tau}, K, m}}=\frac{\left(c\left(u_{h}^{\tau}\right)-\bar{c}, w-w_{K, m}\right)_{K, m}}{\|w\|_{Y^{\tau}, K, m}}  \tag{46}\\
& \lesssim d_{K, m}\left\|c\left(u_{h}^{\tau}\right)-\bar{c}\right\|_{K, m} \frac{\sqrt{h_{K}^{2}\|\nabla w\|_{K, m}^{2}+\tau_{m}^{2}\left\|w^{\prime}\right\|_{K, m}^{2}}}{d_{K, m}\|w\|_{Y^{\tau}, K, m}} \\
& \operatorname{Res}_{K, m}\left(u_{h}^{\tau}\right),
\end{align*}
$$

where $w_{K, m}$ is projection of $w$ on constants $P^{0}\left(K \times I_{m}\right)$. The term containing $\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\bar{\sigma}$ can be estimated with the aid of (41),

$$
\begin{align*}
& \frac{\left(\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\bar{\sigma}, \nabla w\right)_{K, m}}{\|w\|_{Y^{\tau}, K, m}}  \tag{47}\\
& \leq \frac{d_{K, m}}{h_{K}}\left\|\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\bar{\sigma}\right\|_{K, m} \frac{h_{K}\|\nabla w\|_{K, m}}{d_{K, m}\|w\|_{Y^{\tau}, K, m}} \lesssim \operatorname{Res}_{\mathcal{T}_{K}, m}\left(u_{h}^{\tau}\right)
\end{align*}
$$

Using orthogonality of $w$ to polynomials of degree $q$, equivalence of norms on finitedimensional spaces, and (45), we get

$$
\begin{align*}
& \frac{\left(\left(u_{h}^{\tau}\right)^{\prime}+\bar{c}, w\right)_{K, m}+(\bar{\sigma}, \nabla w)_{K, m}+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, w_{+}^{m-1}\right)_{K}}{\|w\|_{Y^{\tau}, K, m}}  \tag{48}\\
& =\frac{\left(\left\{u_{h}^{\tau}\right\}_{m-1}, w_{+}^{m-1}\right)_{K}}{\|w\|_{Y^{\tau}, K, m}}=\frac{d_{K, m}^{2}}{\tau_{m}} \frac{\left(\left\{u_{h}^{\tau}\right\}_{m-1}, \chi_{K}\left\{u_{h}^{\tau}\right\}_{m-1}\right)_{K}}{\|w\|_{Y^{\tau}, K, m}} \\
& \gtrsim \frac{d_{K, m}^{2}}{\tau_{m}} \frac{\left\|\left\{u_{h}^{\tau}\right\}_{m-1}\right\|_{K}^{2}}{\|w\|_{Y^{\tau}, K, m}} \gtrsim \frac{d_{K, m}}{\sqrt{\tau_{m}}}\left\|\left\{u_{h}^{\tau}\right\}_{m-1}\right\|_{K} .
\end{align*}
$$

Finally, (20), (44), (46), (47), and (48) give

$$
\begin{align*}
& \frac{d_{K, m}}{\tau_{m}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m}=\frac{d_{K, m}}{\tau_{m}}\left\|\left\{u_{h}^{\tau}\right\}_{m-1} r_{m}\right\|_{K, m}  \tag{49}\\
& =\frac{d_{K, m}}{\tau_{m}}\left\|\left\{u_{h}^{\tau}\right\}_{m-1}\right\|_{K} \sqrt{\int_{I_{m}} r_{m}(t)^{2} \mathrm{~d} t} \lesssim \frac{d_{K, m}}{\sqrt{\tau_{m}}}\left\|\left\{u_{h}^{\tau}\right\}_{m-1}\right\|_{K} \\
& \lesssim \operatorname{Res}_{K, m}\left(u_{h}^{\tau}\right)+\frac{\left(\left(\bar{c}-c\left(u_{h}^{\tau}\right), w\right)_{K, m}\right)}{\|w\|_{Y^{\tau}, K, m}}+\frac{\left(\bar{\sigma}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), \nabla w\right)_{K, m}}{\|w\|_{Y^{\tau}, K, m}} \\
& \lesssim \operatorname{Res}_{\mathcal{T}_{K}, m}\left(u_{h}^{\tau}\right) .
\end{align*}
$$

Lemma 7. Let $\sigma_{h}^{\tau}$ be defined by (24) and (25), $R_{h}^{\tau}$ be defined by (20). Let $\bar{\sigma}$ be defined by (38) and $\bar{c}$ by (37) satisfying (39) and (40), respectively. Then for $K \in \mathcal{T}_{h}$, $m=1, \ldots, r$,

$$
\eta_{R, K, m} \lesssim d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+\bar{c}-\nabla \cdot \bar{\sigma}\right\|_{K, m}+\eta_{S, K, m}+\operatorname{Res} \mathcal{T}_{K, m}\left(u_{h}^{\tau}\right)
$$

Proof. We apply triangle inequality, inverse inequality, (41) and (40) and we get (50)

$$
\left.\begin{array}{l}
d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m} \\
\leq d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+\bar{c}-\nabla \cdot \bar{\sigma}\right\|_{K, m}+d_{K, m}\left\|\bar{c}-c\left(u_{h}^{\tau}\right)\right\|_{K, m}+d_{K, m}\left\|\nabla \cdot \sigma_{h}^{\tau}-\nabla \cdot \bar{\sigma}\right\|_{K, m} \\
\lesssim d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+\bar{c}-\nabla \cdot \bar{\sigma}\right\|_{K, m}+d_{K, m}\left\|\bar{c}-c\left(u_{h}^{\tau}\right)\right\|_{K, m}+\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\bar{\sigma}\right\|_{K, m} \\
\lesssim d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+\bar{c}-\nabla \cdot \bar{\sigma}\right\|_{K, m}+\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m}+\operatorname{Res} \mathcal{T}_{K}, m
\end{array} u_{h}^{\tau}\right) .
$$

We recall that the estimates in two previous lemmas depend on the polynomial approximation degree due to the use of the inverse inequality.

Lemma 8. Let $R_{h}^{\tau}$ be defined by (20). Let $\bar{\sigma}$ be defined by (38) and $\bar{c}$ by (37) satisfying (39) and (40), respectively. Then

$$
\begin{equation*}
d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+\bar{c}-\nabla \cdot \bar{\sigma}\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}, m=1, \ldots, r \tag{51}
\end{equation*}
$$

Proof. The proof is essentially similar to the proof in [46, Theorem 4.10] for stationary problems, where the resulting oscillation terms need to be estimated by (41) and (40).

For the choice of $\sigma_{h}^{\tau}$ defined by (24) and (25) it is possible to show the following lemma.

Lemma 9. Let $\sigma_{h}^{\tau}$ is defined by (24) and (25). Let $\bar{\sigma}$ be defined by (38) and $\bar{c}$ by (37) satisfying (39) and (40), respectively. Then

$$
\begin{equation*}
\eta_{S, K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}, m=1, \ldots, r \tag{52}
\end{equation*}
$$

Proof. The proof mimics the stationary version proved in [18, Theorem 3.12]. It is possible to divide the estimate by triangle inequality

$$
\begin{equation*}
\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \leq\left\|\sigma_{h}^{\tau}-\bar{\sigma}\right\|_{K, m}+\left\|\bar{\sigma}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \tag{53}
\end{equation*}
$$

According to the assumptions on $\bar{\sigma}$ we can estimate the last term on the right-hand side by (41). Since

$$
\begin{equation*}
\left\|\sigma_{h}^{\tau}-\bar{\sigma}\right\|_{K, m} \leq \sum_{a \in K}\left\|\sigma_{a}^{\tau}-\bar{\sigma}_{a}\right\|_{K, m} \leq \sum_{a \in K}\left\|\sigma_{a}^{\tau}-\bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m} \tag{54}
\end{equation*}
$$

it remains to estimate $\left\|\sigma_{a}^{\tau}-\bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m}$. Let us denote $\check{\sigma}_{a}=\sigma_{a}^{\tau}-\bar{\sigma}_{a}$ that satisfies

$$
\begin{align*}
\left(\check{\sigma}_{a}, v\right)_{\mathcal{T}_{a}, m}-\left(\bar{r}_{a}, \nabla \cdot v\right)_{\mathcal{T}_{a}, m} & =\left(\xi_{a}^{1}-\bar{\sigma}_{a}, v\right)_{\mathcal{T}_{a}, m} \quad \forall v \in P^{q}\left(I_{m}, W_{\mathrm{RTN}, p}\left(\mathcal{T}_{a}\right)\right),  \tag{55}\\
\left(\nabla \cdot \check{\sigma}_{a}, \varphi\right)_{\mathcal{T}_{a}, m} & =\left(\xi_{a}^{2}-\nabla \cdot \bar{\sigma}_{a}, \varphi\right)_{\mathcal{T}_{a}, m} \quad \forall \varphi \in P^{q}\left(I_{m}, P_{*}^{p}\left(\mathcal{T}_{a}\right)\right)
\end{align*}
$$

It is possible to see that the right-hand side terms can be replaced by $\Pi_{1}\left(\xi_{a}^{1}-\bar{\sigma}_{a}\right)$ and $\Pi_{2}\left(\xi_{a}^{2}-\nabla \cdot \bar{\sigma}_{a}\right)$, where projections $\Pi_{1}$ and $\Pi_{2}$ are $L^{2}$ orthogonal projections on $P^{q}\left(I_{m}, W_{\mathrm{RTN}, p}\left(\mathcal{T}_{a}\right)\right)$ and $P^{q}\left(I_{m}, P_{*}^{p}\left(\mathcal{T}_{a}\right)\right)$, respectively. According to [39, section 2] it is possible to show

$$
\begin{equation*}
\left\|\check{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m} \leq\|v\|_{\mathcal{T}_{a}, m} \quad \forall v \in P^{q}\left(I_{m}, W_{\mathrm{RTN}, p}\left(\mathcal{T}_{a}\right)\right), \quad \nabla \cdot v=\Pi_{2}\left(\xi_{a}^{2}-\nabla \cdot \bar{\sigma}_{a}\right) \tag{56}
\end{equation*}
$$

Let us define space $H_{*}^{1}\left(\mathcal{T}_{a}\right)$ as

$$
\begin{align*}
& H_{*}^{1}\left(\mathcal{T}_{a}\right)=\left\{v \in H^{1}\left(\mathcal{T}_{a}\right):(v, 1)_{\mathcal{T}_{a}}=0\right\} \quad a \text { interior vertex, }  \tag{57}\\
& H_{*}^{1}\left(\mathcal{T}_{a}\right)=\left\{v \in H^{1}\left(\mathcal{T}_{a}\right): v=0 \text { on } \partial \mathcal{T}_{a} \cap \partial \Omega\right\} \quad a \text { boundary vertex. }
\end{align*}
$$

Then we define $r_{a}^{N} \in P^{q}\left(I_{m}, H_{*}^{1}\left(\mathcal{T}_{a}\right)\right)$ by

$$
\begin{equation*}
\left(\nabla r_{a}^{N}, \nabla v\right)_{\mathcal{T}_{a}, m}=\left(\Pi_{2}\left(\xi_{a}^{2}-\nabla \cdot \bar{\sigma}_{a}\right), v\right)_{\mathcal{T}_{a}, m}+\left(\Pi_{1}\left(\xi_{a}^{1}-\bar{\sigma}_{a}\right), \nabla v\right)_{\mathcal{T}_{a}, m} \tag{58}
\end{equation*}
$$

According to $[6$, Theorem 7$]$, there exists $v_{a}^{\tau} \in P^{q}\left(I_{m}, W_{\mathrm{RTN}, p}\left(\mathcal{T}_{a}\right)\right)$ such that

$$
\begin{equation*}
\left\|v_{a}^{\tau}\right\|_{\mathcal{T}_{a}, m} \lesssim\left\|\nabla r_{a}^{N}\right\|_{\mathcal{T}_{a}, m}, \quad \nabla \cdot v_{a}^{\tau}=\Pi_{2}\left(\xi_{a}^{2}-\nabla \cdot \bar{\sigma}_{a}\right) \tag{59}
\end{equation*}
$$

see also the proof of [18, Corollary 3.16]. From this follows

$$
\begin{equation*}
\left\|\check{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m} \leq\left\|v_{a}^{\tau}\right\|_{\mathcal{T}_{a}, m} \lesssim\left\|\nabla r_{a}^{N}\right\|_{\mathcal{T}_{a}, m} \tag{60}
\end{equation*}
$$

It remains to estimate $\left\|\nabla r_{a}^{N}\right\|_{\mathcal{T}_{a}, m}$. We employ either Poincaré or Friedrichs inequality depending on whether $a$ is an interior or boundary vertex. Then

$$
\begin{aligned}
\left\|\nabla r_{a}^{N}\right\|_{\mathcal{T}_{a}, m}^{2} \leq & \left\|\nabla \psi_{a} \cdot \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)+\psi_{a}\left(R_{h}^{\tau}\right)^{\prime}+\psi_{a} c\left(u_{h}^{\tau}\right)-\nabla \cdot \bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m}\left\|r_{a}^{N}\right\|_{\mathcal{T}_{a}, m} \\
& +\left\|\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m}\left\|\nabla r_{a}^{N}\right\|_{\mathcal{T}_{a}, m} \\
& \lesssim\left(h_{K}\left\|\nabla \cdot\left(\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right)-\nabla \cdot \bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m}+\left\|\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m}\right. \\
& \left.+h_{K}\left\|\psi_{a}\left(\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right)\right\|_{\mathcal{T}_{a}, m}\right)\left\|\nabla r_{a}^{N}\right\|_{\mathcal{T}_{a}, m}
\end{aligned}
$$

Applying (39) and (40) and Lemma 8, we get

$$
\begin{aligned}
\left\|\nabla r_{a}^{N}\right\|_{\mathcal{T}_{a}, m} \lesssim & h_{K}\left\|\left(R_{h}^{\tau}\right)^{\prime}+\bar{c}+\nabla \cdot \bar{\sigma}\right\|_{\mathcal{T}_{a}, m}+h_{K}\left\|\nabla \cdot \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\nabla \cdot \bar{\sigma}\right\|_{\mathcal{T}_{a}, m} \\
& +h_{K}\left\|\nabla \cdot\left(\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right)-\nabla \cdot \bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m}+\left\|\psi_{a} \sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)-\bar{\sigma}_{a}\right\|_{\mathcal{T}_{a}, m} \\
\lesssim & \frac{h_{K}}{d_{K, m}} \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right)
\end{aligned}
$$

The direct application of Lemmas 6-9 gives us local efficiency estimates of individual terms from a posteriori error estimate (33).

THEOREM 10. Let $\sigma_{h}^{\tau}$ be defined by (24) and (25) and $R_{h}^{\tau}$ be defined by (20). Let $\bar{\sigma}$ be defined by (38) and $\bar{c}$ by (37) satisfying (39) and (40), respectively. Then

$$
\begin{align*}
\eta_{R, K, m} & =d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right)  \tag{61}\\
\eta_{S, K, m} & =\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right) \\
\eta_{T, K, m} & =\frac{d_{K, m}}{\tau_{m}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}, m=1, \ldots, r
\end{align*}
$$

Combining Theorem 10 with (36) implies global efficiency of a posteriori error estimate (33).

Let us note that for linear problems, where no approximation by $\bar{\sigma}$ and $\bar{c}$ is necessary, the localness can be improved and efficiency estimates from Theorem 10 depend only on elements $K$ or patches $\mathcal{T}_{K}$ (basically they are one layer better).
6. A posteriori error analysis of cG-DGFEM and dG-DGFEM discretizations. We extend the previous results to discontinuous Galerkin space discretization and generalize the discretization to the situation of varying meshes for each time interval $I_{m}$.
6.1. DGFEM space discretization. For the purpose of the space discontinuous Galerkin discretization we assume similarly as in [11]

$$
\begin{equation*}
\sigma(u, \nabla u)=\mathcal{K}(u) \nabla u-F(u) \tag{62}
\end{equation*}
$$

i.e., the complete flux $\sigma$ contains a diffusive flux $\mathcal{K}(u) \nabla u$, where $\mathcal{K} \in L^{\infty}(\mathbb{R})^{d \times d}$, and a convective flux $F(u)$, where $F \in C^{1}(\mathbb{R})^{d}$. We restrict ourselves here to form (62) since it allows for a simple derivation of the primal DGFEM formulation from the mixed formulation based on the numerical fluxes; see [4].

We use the same notation for the triangulation $\mathcal{T}_{h}$, elements $K$, edges $e$, local mesh size $h_{K}$, normals with fixed orientation $n$, normals $n_{K}$ oriented outward with respect to element $K$ as in the conforming space discretization; see section 3 .

Moreover, we assume that the mesh $\mathcal{T}_{h}$ may differ for different time intervals $I_{m}$. We denote the dependence of the mesh on the time interval by the superscript, i.e., we
use $\mathcal{T}_{h}^{m}$ for the mesh in interval $I_{m}$. Similarly as for FEM, we define the discontinuous Galerkin version of $V_{h}$

$$
\begin{equation*}
V_{h, \text { disc }}^{m}=\left\{v \in L^{2}(\Omega):\left.v\right|_{K} \in P^{p}(K), K \in \mathcal{T}_{h}^{m}\right\}, \tag{63}
\end{equation*}
$$

and the corresponding version of $X_{h}^{\tau}$,

$$
\begin{equation*}
X_{h, \text { disc }}^{\tau}=\left\{v:\left.v\right|_{I_{m}} \in P^{q}\left(I_{m}, V_{h, \text { disc }}^{m}\right)\right\} . \tag{64}
\end{equation*}
$$

Since the space $V_{h, \text { disc }}^{m}$ is generally different for each time slab, it is not possible to assume continuity in time for the generalization of space $Y_{h}^{\tau}$. We use the same idea for each transition between time slabs as in the definition of the original space $Y_{h}^{\tau}$ for the transition at the initial time $t_{0}$,

$$
\begin{equation*}
Y_{h, \text { disc }}^{\tau}=\left\{v:\left.v\right|_{I_{m}} \in P^{q+1}\left(I_{m}, V_{h, \text { disc }}^{m}\right), v_{+}^{m-1}=\Pi^{m} v_{-}^{m-1}\right\}, \tag{65}
\end{equation*}
$$

where $\Pi^{m}$ is the $L^{2}$-orthogonal projection on $V_{h, \text { disc }}^{m}$.
We define one-sided values, jumps, and mean values for $v \in V_{h, \text { disc }}^{m}$ on the inner edges with the unit normal $n$,

$$
\begin{array}{cl}
v_{L}(x)=\lim _{s \rightarrow 0+} v(x-n s), & v_{R}(x)=\lim _{s \rightarrow 0+} v(x+n s),  \tag{66}\\
{[v]=\left(v_{L}-v_{R}\right) n,} & \langle v\rangle=\left(v_{L}+v_{R}\right) / 2 .
\end{array}
$$

The value $[v]$ is independent on the orientation of $n$. For the boundary edges we define $v_{R}=0,\langle v\rangle=v_{L}$, and $[v]=v_{L} n$, where $n$ is the unit outer normal to $\Omega$.

We define the discontinuous Galerkin version of $a_{K, m}$ for $K \in \mathcal{T}_{h}^{m}, m=1, \ldots, r$ by

$$
\begin{equation*}
A_{K, m}(u, v)=a_{K, m}(u, v)-\left(\hat{\sigma} \cdot n_{K}, v\right)_{\partial K, m}+\left((\hat{\mathcal{K}}-\mathcal{K}(u) u) n_{K}, \nabla v\right)_{\partial K, m}, \tag{67}
\end{equation*}
$$

where the numerical fluxes $\hat{\sigma}=\hat{\sigma}(u, \nabla u)$ and $\hat{\mathcal{K}}=\widehat{\mathcal{K}(u) u}$ approximate $\sigma(u, \nabla u)$ and $\mathcal{K}(u) u$ on $\partial K$, respectively, and $n_{K}$ is the unit outer normal to $K \in \mathcal{T}_{h}^{m}$. We shall point out that the volume terms containing $\sigma(u, \nabla u)$ and $c(u)$ are included in $a_{K, m}$ form; cf. (10). We assume that both of these fluxes are consistent and that the numerical flux $\hat{\sigma}$ is conservative; see, e.g., [4, section 3.1]. A possible definition of these numerical fluxes on $\partial K$ is the following:

$$
\begin{align*}
\hat{\mathcal{K}} & =\langle\mathcal{K}(u) u\rangle+\theta[\mathcal{K}(u) u] \cdot n_{K}, \quad e \not \subset \partial \Omega,  \tag{68}\\
\hat{\mathcal{K}} & =2 \theta[\mathcal{K}(u) u] \cdot n_{K}, \quad e \subset \partial \Omega, \\
\hat{\sigma} & =\langle\mathcal{K}(u) \nabla u\rangle-\alpha h_{e}^{-1}[u]-F\left(u_{L}\right) \quad \text { if } F^{\prime}(\langle u\rangle) \cdot n>0,  \tag{69}\\
\hat{\sigma} & =\langle\mathcal{K}(u) \nabla u\rangle-\alpha h_{e}^{-1}[u]-F\left(u_{R}\right) \quad \text { if } F^{\prime}(\langle u\rangle) \cdot n \leq 0,
\end{align*}
$$

where $\alpha>0$ is a penalization parameter large enough to ensure the ellipticity of the discretization of the elliptic term $\mathcal{K}(u) \nabla u$. This choice of numerical fluxes corresponds to the interior penalty discretization (SIPG with $\theta=0$, IIPG with $\theta=1 / 2$ and NIPG with $\theta=1$ ) of the diffusion term and upwind numerical discretization of the convective term; see, e.g., [12, Chapter 2]. We note that (68) and (69) are independent of the orientation of the unit normals $n$ to interior edges.

Definition 11. We say that the function $u_{h}^{\tau} \in Y_{h, \text { disc }}^{\tau}$ is the approximate solution of (4) obtained by the time continuous Galerkin-DGFEM (cG-DGFEM) if

$$
\begin{equation*}
\sum_{K, m}\left(\left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}+A_{K, m}\left(u_{h}^{\tau}, v\right)\right)=0 \quad \forall v \in X_{h, \text { disc }}^{\tau}, \tag{70}
\end{equation*}
$$

and we say that the function $u_{h}^{\tau} \in X_{h, \text { disc }}^{\tau}$ is the approximate solution of (4) obtained by the time discontinuous Galerkin-DGFEM (dG-DGFEM) if

$$
\begin{equation*}
\sum_{K, m}\left(\left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}+A_{K, m}\left(u_{h}^{\tau}, v\right)+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K}\right)=0 \quad \forall v \in X_{h, \mathrm{disc}}^{\tau}, \tag{71}
\end{equation*}
$$

where $A_{K, m}$ is given by (67).
6.2. Error measure. Again, we use the notation $d_{K, m}$ for the local parameter; see section 4.1. Unfortunately, it is no longer possible to take only $\operatorname{Res}\left(u_{h}^{\tau}\right)$ as the error measure (see (19)) since this error measure is suited for functions from $Y^{\tau}$ and $u_{h}^{\tau}$ is no longer in $Y^{\tau}$ in general. We overcome this problem by enhancing the error measure with an additional term

$$
\begin{equation*}
J(v)=\sum_{K, m} J_{K, m}(v), \quad J_{K, m}(v)=\frac{d_{K, m}^{2}}{h_{K}^{2}} C_{K, \mathcal{K}, F, \alpha}\|[v]\|_{\partial K, m}^{2}, \tag{72}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{K, \mathcal{K}, F, \alpha}=\alpha^{2} h_{K}^{-1}+\left\|\mathcal{K}\left(u_{h}^{\tau}\right)\right\|_{L^{\infty}\left(K \times I_{m}\right)}^{2} h_{K}^{-1}+\left\|F^{\prime}\left(u_{h}^{\tau}\right)\right\|_{L^{\infty}\left(K \times I_{m}\right)} h_{K} . \tag{73}
\end{equation*}
$$

This choice of constant $C_{K, \mathcal{K}, F, \alpha}$ improves the robustness of the a posteriori error estimate with respect to scaling of $\mathcal{K}$ and $F^{\prime}$, when the problem is singularly perturbed; see [11]. For details about singularly perturbed problems, see [40]. For nonhomogeneous Dirichlet boundary condition the form $J(v)$ has to be modified. The purpose of $J\left(u_{h}^{\tau}\right)$ is to measure the distance of function $u_{h}^{\tau}$ from $Y^{\tau}$. The resulting error measure $\mathcal{E}=\mathcal{E}\left(u_{h}^{\tau}\right)$ is defined by

$$
\begin{equation*}
\mathcal{E}^{2}=\operatorname{Res}\left(u_{h}^{\tau}\right)^{2}+J\left(u_{h}^{\tau}\right), \tag{74}
\end{equation*}
$$

where $\operatorname{Res}\left(u_{h}^{\tau}\right)$ is given by (19) and $J\left(u_{h}^{\tau}\right)$ by (72). Since $J\left(u_{h}^{\tau}\right)=0$ for $u_{h}^{\tau} \in X_{h}^{\tau}$, we can see that this choice of additional error measure term is consistent with the error measure designed for FEM based discretizations.
6.3. Reconstruction of the solution. Since the time reconstruction from section 4.2 is independent of space discretization, we employ reconstruction $R_{h}^{\tau}$ (cf. (20)) in the DGFEM setting as well. For cG-DGFEM solution $u_{h}^{\tau}$, we have $\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v\right)_{K}=$ 0 for all $v \in P^{p}(K), K \in \mathcal{T}_{h}^{m}$; cf. (65). Then relation (22) implies that $u_{h}^{\tau}$ (either cG-DGFEM solution defined by (70) or dG-DGFEM solution defined by (71)) satisfies

$$
\begin{align*}
\left(\left(R_{h}^{\tau}\right)^{\prime}, v\right)_{K, m} & =\left(\left(u_{h}^{\tau}\right)^{\prime}, v\right)_{K, m}+\left(\left\{u_{h}^{\tau}\right\}_{m-1}, v_{+}^{m-1}\right)_{K}  \tag{75}\\
& =-A_{K, m}\left(u_{h}^{\tau}, v\right) \quad \forall v \in P^{q}\left(I_{m}, P^{p}(K)\right) .
\end{align*}
$$

Moreover, although it is possible to use the space reconstruction for $\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)$ from section 4.3 also for dG space discretization, we employ another one which is computationally cheaper and less sensitive to rounding errors; see [16]. The reconstruction
is defined elementwise: $\left.\sigma_{h}^{\tau}\right|_{K \times I_{m}} \in P^{q}\left(I_{m}, \operatorname{RTN}_{p}(K)\right)$ such that

$$
\begin{align*}
&\left(\sigma_{h}^{\tau} \cdot n, v\right)_{e, m}=(\hat{\sigma} \cdot n, v)_{e, m} \quad \forall v \in P^{q}\left(I_{m}, P^{p}(e)\right), e \subset K  \tag{76}\\
&\left(\sigma_{h}^{\tau}, v\right)_{K, m}=\left(\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), v\right)_{K, m}+\left(\left(\hat{\mathcal{K}}-\mathcal{K}\left(u_{h}^{\tau}\right) u_{h}^{\tau}\right) \cdot n_{K}, v\right)_{\partial K, m} \\
& \forall v \in P^{q}\left(I_{m}, P^{p-1}(K)^{d}\right)
\end{align*}
$$

Here, the conservativity of the numerical flux $\hat{\sigma}$ implies that the resulting reconstruction $\sigma_{h}^{\tau} \in L^{2}(0, T, H(\operatorname{div}, \Omega))$ globally. From the definition of $A_{K, m}(67)$, the local definition (76), and from (75) it is possible to see that such a reconstruction exists and satisfies (26), since

$$
\begin{align*}
(\nabla \cdot & \left.\sigma_{h}^{\tau}, v\right)_{K, m}=-\left(\sigma_{h}^{\tau}, \nabla v\right)_{K, m}+\left(\sigma_{h}^{\tau} \cdot n_{K}, v\right)_{\partial K, m}  \tag{77}\\
= & -\left(\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), \nabla v\right)_{K, m}-\left(\left(\hat{\mathcal{K}}-\mathcal{K}\left(u_{h}^{\tau}\right) u_{h}^{\tau}\right) \cdot n_{K}, v\right)_{\partial K, m}+\left(\hat{\sigma} \cdot n_{K}, v\right)_{\partial K, m} \\
= & -\left(\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right), \nabla v\right)_{K, m}-\left(c\left(u_{h}^{\tau}\right), v\right)_{K, m}-\left(\left(\hat{\mathcal{K}}-\mathcal{K}\left(u_{h}^{\tau}\right) u_{h}^{\tau}\right) \cdot n_{K}, v\right)_{\partial K, m} \\
& +\left(\hat{\sigma} \cdot n_{K}, v\right)_{\partial K, m}+\left(c\left(u_{h}^{\tau}\right), v\right)_{K, m} \\
= & -A_{K, m}\left(u_{h}^{\tau}, v\right)+\left(c\left(u_{h}^{\tau}\right), v\right)_{K, m}=\left(\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right), v\right)_{K, m} \quad \forall v \in P^{q}\left(I_{m}, P^{p}(K)\right) .
\end{align*}
$$

6.4. Upper bound. The aim of this section is to show the upper bound to the complete error measure (74). Obviously, $J\left(u_{h}^{\tau}\right)$ is fully computable from the discrete solution, and it is necessary to estimate $\operatorname{Res}\left(u_{h}^{\tau}\right)$ only. Since reconstructions $R_{h}^{\tau}$ and $\sigma_{h}^{\tau}$ defined by (20) and (76), respectively, satisfy (26), we can provide the bound to $\operatorname{Res}\left(u_{h}^{\tau}\right)$ in the same way as for conforming space discretization in section 4.4.

THEOREM 12. Let $u \in Y$ be the solution of (4), where the flux $\sigma$ satisfies (62), and let $u_{h}^{\tau}$ be either the $c G-D G F E M$ solution defined by (70) or the dG-DGFEM solution defined by (71). Let $\sigma_{h}^{\tau}$ be defined by (76), $R_{h}^{\tau}$ be defined by (20), and $\eta$ be defined in (33). Then

$$
\begin{equation*}
\mathcal{E} \leq \sqrt{\eta^{2}+J\left(u_{h}^{\tau}\right)} \tag{78}
\end{equation*}
$$

where the constant $C_{P} \leq 1 / \pi$. Let us note that $\eta$ depends on $C_{P}$; see (33).
6.5. Local efficiency. Here we briefly show similar local efficiency results for (78) as in section 5. We use the same notation for $\operatorname{Res}_{M, m}\left(u_{h}^{\tau}\right), \bar{c}$, and $\bar{\sigma}$ as in section 5 (see (35), (37), and (38)), and we assume that estimates (39) and (40) hold. Since Lemmas 6-8 are independent of the choice of $\sigma_{h}^{\tau}$, they are valid for DGFEM discretization as well. For the specific choice of physical flux $\sigma(.,$.$) defined by (62)$ and for $\sigma_{h}^{\tau}$ defined by (76), we get following lemma.

Lemma 13. Let the numerical fluxes $\hat{\sigma}$ and $\hat{\mathcal{K}}$ be defined by (69) and (68), respectively. Let $\sigma_{h}^{\tau}$ be defined by (76). Let $\bar{\sigma}$ be defined by (38) and $\bar{c}$ by (37) satisfying (39) and (40), respectively. Then for $K \in \mathcal{T}_{h}^{m}, m=1, \ldots, r$,

$$
\begin{equation*}
\eta_{S, K, m}=\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right)+J_{K, m}\left(u_{h}^{\tau}\right)^{1 / 2} \tag{79}
\end{equation*}
$$

Proof. The proof follows the ideas from the seminal work [26, Theorem 3.2]. The triangle inequality gives

$$
\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \leq \frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\bar{\sigma}\right\|_{K, m}+\frac{d_{K, m}}{h_{K}}\left\|\bar{\sigma}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m}
$$

where the second term on the right-hand side can be estimated by (41). The estimate of $\sigma_{h}^{\tau}-\bar{\sigma}$ can be done in the same way as in [11, Lemma 7.5], where the final relation must be integrated over $I_{m}$.

The direct application of Lemmas 6-8 and 13 gives local efficiency estimates of individual terms from a posteriori error estimate (78).

Theorem 14. Let $u \in Y$ be the solution of (4), where the flux $\sigma$ satisfies (62), and let $u_{h}^{\tau}$ be either the solution of (70) or (71), where the numerical fluxes $\hat{\sigma}$ and $\hat{\mathcal{K}}$ are defined by (69) and (68), respectively. Let $\sigma_{h}^{\tau}$ be defined by (76) and $R_{h}^{\tau}$ be defined by (20). Let $\bar{\sigma}$ be defined by (38) and $\bar{c}$ by (37) satisfying (39) and (40), respectively. Then

$$
\begin{align*}
\eta_{R, K, m} & =d_{K, m}\left\|\left(R_{h}^{\tau}\right)^{\prime}+c\left(u_{h}^{\tau}\right)-\nabla \cdot \sigma_{h}^{\tau}\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right)  \tag{80}\\
\eta_{S, K, m} & =\frac{d_{K, m}}{h_{K}}\left\|\sigma_{h}^{\tau}-\sigma\left(u_{h}^{\tau}, \nabla u_{h}^{\tau}\right)\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}^{2}, m}\left(u_{h}^{\tau}\right)+J_{K, m}\left(u_{h}^{\tau}\right)^{1 / 2} \\
\eta_{T, K, m} & =\frac{d_{K, m}}{\tau_{m}}\left\|R_{h}^{\tau}-u_{h}^{\tau}\right\|_{K, m} \lesssim \operatorname{Res}_{\mathcal{T}_{K}, m}\left(u_{h}^{\tau}\right), \quad K \in \mathcal{T}_{h}^{m}, m=1, \ldots, r .
\end{align*}
$$

Combining Theorem 14 with (36) implies global efficiency of a posteriori error estimate (33).
7. Numerical experiments. In this section, we present two numerical experiments for dG-DGFEM, which illustrate the presented error estimates. The computations are made with the aid of our in-house code ADGFEM [10]. We focus on the verification of the upper bound (78) and local efficiency (80).

Unfortunately, the residual part Res of the error measure $\mathcal{E}$ is not practically computable even for problems with known exact solution $u$, since the supremum in (19) is taken over the infinite dimensional space $Y^{\tau}$. Its computation can be rewritten as the following dual problem: Find $\psi \in Y^{\tau}$ such that

$$
\begin{equation*}
(\psi, \varphi)_{Y^{\tau}}=\sum_{K, m} b_{K, m}\left(u_{h}^{\tau}, \varphi\right) \quad \forall \varphi \in Y^{\tau} \tag{81}
\end{equation*}
$$

Then it holds that $\|\psi\|_{Y^{\tau}}=\operatorname{Res}\left(u_{h}^{\tau}\right)$. Unlike the approach in [11, section 8.1], there is no requirement on continuity of $\psi \in Y^{\tau}$ in time, and hence (81) can be solved independently in each interval $I_{m}, m=1, \ldots, r$, i.e., find $\psi_{m} \in Y_{\Omega, m}^{\tau}$ such that

$$
\begin{equation*}
\left(\psi_{m}, \varphi\right)_{Y^{\tau}}=\sum_{K, m} b_{K, m}\left(u_{h}^{\tau}, \varphi\right) \quad \forall \varphi \in Y_{\Omega, m}^{\tau} \tag{82}
\end{equation*}
$$

and then $\operatorname{Res}\left(u_{h}^{\tau}\right)^{2}=\sum_{m=1}^{r}\left\|\psi_{m}\right\|_{Y^{\tau}}^{2}$.
We approximate $\psi_{m}$ by linear FEM using the FEniCS software [3] on threedimensional simplicial meshes. These meshes are obtained by global refinement of the space-time mesh which was proportional to the polynomial degrees $p$ and $q$. For similar approach, see, e.g., [9]. This FEM approximation of Res is denoted by Res and we put $\tilde{\mathcal{E}}^{2}=\widetilde{\operatorname{Res}}^{2}+J\left(u_{h}^{\tau}\right)$; cf. (74).

Unfortunately, this procedure is very time consuming and its reliability decreases with increasing $p$ and $q$, see last row in Table 3.
7.1. Setting. For DGFEM the error measure $\mathcal{E}$ is enhanced by $J\left(u_{h}^{\tau}\right)$ in (74). Since this term is contained in the error estimate, it improves the effectivity indices.

Table 1
Linear diffusion problem, comparison of the approximate error measure $\tilde{\mathcal{E}}$ with the residual estimator $\eta$, and the penalization term $J\left(u_{h}^{\tau}\right)^{1 / 2}$.

| $\begin{aligned} & p=1 \\ & q=0 \end{aligned}$ | $h$ | $\tau$ | $\tilde{\mathcal{E}}$ | $\eta$ | $\mathrm{EOC}_{\eta}$ | $J\left(u_{h}^{\tau}\right)^{1 / 2}$ | $\mathrm{EOC}_{J}$ | $i_{\text {eff }}$ | $i_{\text {eff }}^{\text {tot }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.354 | 0.100 | $8.49 \times 10^{-2}$ | $1.16 \times 10^{-1}$ | - | $5.82 \times 10^{-2}$ | - | 1.368 | 1.218 |
|  | 0.177 | 0.050 | $5.67 \times 10^{-2}$ | $7.45 \times 10^{-2}$ | ( 0.64 ) | $3.12 \times 10^{-2}$ | ( 0.90 ) | 1.314 | 1.202 |
|  | 0.088 | 0.025 | $3.55 \times 10^{-2}$ | $4.51 \times 10^{-2}$ | (0.72) | $1.72 \times 10^{-2}$ | ( 0.86 ) | 1.271 | 1.183 |
|  | 0.044 | 0.013 | $1.99 \times 10^{-2}$ | $2.27 \times 10^{-2}$ | ( 0.99 ) | $5.96 \times 10^{-3}$ | ( 1.53 ) | 1.143 | 1.110 |
| $\begin{aligned} & p=2 \\ & q=1 \end{aligned}$ | 0.354 | 0.100 | $1.75 \times 10^{-2}$ | $3.44 \times 10^{-2}$ | - | $7.30 \times 10^{-2}$ |  | 1.960 | 1.186 |
|  | 0.177 | 0.050 | $9.14 \times 10^{-3}$ | $1.83 \times 10^{-2}$ | ( 0.91 ) | $2.72 \times 10^{-2}$ | ( 1.42 ) | 2.002 | 1.252 |
|  | 0.088 | 0.025 | $3.41 \times 10^{-3}$ | $7.51 \times 10^{-3}$ | ( 1.28 ) | $9.18 \times 10^{-3}$ | ( 1.57 ) | 2.203 | 1.326 |
|  | 0.044 | 0.013 | $6.15 \times 10^{-4}$ | $1.17 \times 10^{-3}$ | ( 2.68 ) | $1.47 \times 10^{-3}$ | ( 2.64 ) | 1.909 | 1.268 |
| $\begin{aligned} & p=3 \\ & q=1 \end{aligned}$ | 0.354 | 0.100 | $1.48 \times 10^{-2}$ | $3.16 \times 10^{-2}$ | - | $5.12 \times 10^{-2}$ |  | 2.135 | 1.254 |
|  | 0.177 | 0.035 | $4.16 \times 10^{-3}$ | $9.33 \times 10^{-3}$ | ( 1.76 ) | $1.11 \times 10^{-2}$ | ( 2.21 ) | 2.244 | 1.340 |
|  | 0.088 | 0.013 | $7.96 \times 10^{-4}$ | $1.91 \times 10^{-3}$ | ( 2.29 ) | $2.04 \times 10^{-3}$ | ( 2.44 ) | 2.397 | 1.393 |
|  | 0.044 | 0.004 | $7.83 \times 10^{-5}$ | $1.87 \times 10^{-4}$ | ( 3.35 ) | $7.93 \times 10^{-5}$ | ( 4.68 ) | 2.391 | 1.691 |
| $\begin{aligned} & p=3 \\ & q=2 \end{aligned}$ | 0.354 | 0.100 | $1.13 \times 10^{-2}$ | $1.92 \times 10^{-2}$ | - | $5.41 \times 10^{-2}$ | - | 1.698 | 1.121 |
|  | 0.177 | 0.050 | $4.62 \times 10^{-3}$ | $8.54 \times 10^{-3}$ | ( 1.17 ) | $1.51 \times 10^{-2}$ | ( 1.84 ) | 1.850 | 1.199 |
|  | 0.088 | 0.025 | $1.24 \times 10^{-3}$ | $2.57 \times 10^{-3}$ | ( 1.73 ) | $3.78 \times 10^{-3}$ | ( 2.00 ) | 2.079 | 1.266 |
|  | 0.044 | 0.013 | $3.90 \times 10^{-5}$ | $1.95 \times 10^{-4}$ | ( 3.72 ) | $2.08 \times 10^{-4}$ | ( 4.18 ) | 4.996 | 1.631 |

Hence in Tables 1 and 3 we present two effectivity indices,

$$
\begin{equation*}
i_{\mathrm{eff}}^{\mathrm{tot}}{ }^{2}=\frac{\eta^{2}+J\left(u_{h}^{\tau}\right)}{\tilde{\mathcal{E}}^{2}}, \quad i_{\mathrm{eff}}=\frac{\eta}{\widetilde{\operatorname{Res}}\left(u_{h}^{\tau}\right)} \tag{83}
\end{equation*}
$$

We employ the dG time discretization with the NIPG method $(\theta=1)$ and the upwind numerical fluxes; cf (69) and (68). For linearization of the discrete problem we use the damped Newton-like method.

We consider square domains $\Omega$ and a family of uniformly refined space-time meshes. We choose initial parameters $\left(h_{0}, \tau_{0}\right)$ such that the spatial and temporal parts of the error are of comparable size. Then, motivated by the theoretical assumption that the error asymptotically behaves like $O\left(h^{p}+\tau^{q+1}\right)$ (cf. [12, section 6.2]), we set $h_{n}:=h_{0} 2^{-n}$ and $\tau_{n}:=\tau_{0} 2^{\frac{-n p}{q+1}}$ for $n \in \mathbb{N}$ and we chose $d_{K, m}=\sqrt{h_{K}^{2}+\tau_{m}^{2}}$.

We evaluate the experimental order of convergence

$$
\begin{equation*}
\mathrm{EOC}=\frac{\log \left(E_{n} / E_{n-1}\right)}{\log \left(h_{n} / h_{n-1}\right)}, n=2, \ldots \tag{84}
\end{equation*}
$$

where $E_{n}$ may be either an error estimator $\eta$ or the penalization term $J\left(u_{h}^{\tau}\right)^{1 / 2}$.
7.2. Linear diffusion. First, we consider a convection-diffusion problem from $[11, \S 8.2]$. We set $\Omega=(-1,1)^{2}$ and $T=1$ with $\sigma(u, \nabla u)=\varepsilon \nabla u-\frac{u^{2}}{2}(1,1)^{\mathrm{T}}$ and $c(u)=0$. The initial and boundary conditions are chosen such that

$$
\begin{equation*}
u=\left(1+\exp \left(\frac{x+y-t+1}{2 \varepsilon}\right)\right)^{-1} \tag{85}
\end{equation*}
$$

which forms an inner layer moving in the diagonal direction. The steepness of this layer is increasing as $\varepsilon$ decreases to zero. We set $\varepsilon=10^{-2}$.

We consider space polynomial degrees $p \in\{1,2,3\}$ and $q \in\{0,1,2\}$ with respect to time. In Table 1 error estimates $\eta$ and $J\left(u_{h}^{\tau}\right)$ are compared to the numerical

Table 2
Linear diffusion problem with $p=2$ and $q=1$ and comparison of the individual components of the estimator $\eta$.

| $h$ | $\tau$ | $\eta_{R}$ | $\eta_{S}$ | $\eta_{T}$ | $J\left(u_{h}^{\tau}\right)^{1 / 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.354 | 0.100 | $2.37 \times 10^{-6}$ | $2.31 \times 10^{-2}$ | $1.15 \times 10^{-2}$ | $7.30 \times 10^{-2}$ |
| 0.177 | 0.050 | $1.23 \times 10^{-5}$ | $1.31 \times 10^{-2}$ | $5.37 \times 10^{-3}$ | $2.72 \times 10^{-2}$ |
| 0.088 | 0.025 | $3.22 \times 10^{-5}$ | $5.53 \times 10^{-3}$ | $2.04 \times 10^{-3}$ | $9.18 \times 10^{-3}$ |
| 0.044 | 0.013 | $7.11 \times 10^{-5}$ | $5.45 \times 10^{-4}$ | $6.35 \times 10^{-4}$ | $1.47 \times 10^{-3}$ |

TABLE 3
Forchheimer flow problem, comparison of the approximate error measure $\tilde{\mathcal{E}}$ with the residual estimator $\eta$, and the penalization term $J\left(u_{h}^{\tau}\right)^{1 / 2}$.

| $q=0$ | $h$ | $\tau$ | $\tilde{\mathcal{E}}$ | $\eta$ | $\mathrm{EOC}_{\eta}$ | $J\left(u_{h}^{\tau}\right)^{1}$ | $\mathrm{EOC}_{J}$ | $i_{\text {eff }}$ | $i_{\text {eff }}^{\text {tot }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.177 | 0.100 | $3.12 \times 10^{-3}$ | $6.92 \times 10^{-3}$ | - | $8.51 \times 10^{-3}$ | - | 2.221 | 1.327 |
|  | 0.088 | 0.050 | $1.18 \times 10^{-}$ | $2.62 \times 10^{-}$ | ( 1.40 ) | $3.16 \times 10^{-3}$ | ( 1.43 ) | 2.211 | 1.330 |
|  | 0.044 | 0.025 | $4.37 \times$ | $9.63 \times 10^{-}$ | ( 1.44 ) | $1.15 \times 10^{-3}$ | ( 1.46 ) | 04 | 3 |
|  | 0.022 | 0.013 | $1.09 \times 10^{-}$ | $3.49 \times 10^{-4}$ | ( 1.47 ) | $4.11 \times 10^{-4}$ | ( 1.48 ) | 3.210 | 62 |
| $\begin{aligned} & p=1 \\ & q=1 \end{aligned}$ | 0.17 | 0.20 | $3.28 \times 10^{-3}$ | $6.93 \times 10^{-3}$ | - | $9.69 \times 10^{-3}$ | - | 2.116 | 2 |
|  | 0.088 | 0.141 | $1.19 \times 10^{-}$ | $2.53 \times 10^{-3}$ | (1.45) | $3.43 \times 10^{-3}$ | ( 1.50 ) | 2.120 | 1.289 |
|  | 0.044 | 0.100 | $4.27 \times$ | $9.04 \times 10^{-4}$ | ( 1.48 ) | $1.20 \times 10^{-3}$ | ( 1.52 ) | 2.119 | 1.294 |
|  | 0.022 | 0.071 | $1.78 \times 10^{-4}$ | $3.29 \times 10^{-4}$ | ( 1.46 ) | $4.22 \times 10^{-4}$ | ( 1.51 ) | 1.852 | 1.252 |
| $\begin{aligned} & p=2 \\ & q=1 \end{aligned}$ | 0.1 | 0.10 | $1.92 \times 10^{-4}$ | $4.49 \times 10^{-4}$ | - | $8.29 \times 10^{-4}$ | - | 2.335 | 2 |
|  | 0.088 | 0.050 | $3.86 \times 10^{-}$ | $8.86 \times 10^{-5}$ | (2.34) | $1.64 \times 10^{-4}$ | ( 2.34 ) | 2.291 | 1.246 |
|  | 0.044 | 0.025 | $5.00 \times 10^{-5}$ | $1.94 \times 10^{-5}$ | ( 2.19 ) | $3.09 \times 10^{-5}$ | ( 2.41 ) | 0.388 | 0.622 |

approximation of the dual error $\tilde{\mathcal{E}}$. In Table 2 the individual components $\eta_{R}, \eta_{S}$, and $\eta_{T}$ are presented, where $\eta_{R}^{2}=\sum_{K, m} \eta_{R, K, m}^{2}$ and the other components are defined analogously.
7.3. Forchheimer flow. In this experiment we test our algorithm with the Forchheimer two-term law from [27] which is a nonlinear diffusion problem with

$$
\begin{equation*}
\sigma(u, \nabla u)=\frac{2 \varepsilon}{1+\sqrt{1+4|\nabla u|}} \nabla u . \tag{86}
\end{equation*}
$$

We set $\Omega=(0,1)^{2}, T=1$, and the initial condition, the boundary condition and $c(u)$ are chosen such that

$$
\begin{equation*}
u=e^{-2 t} x(1-x) y(1-y) . \tag{87}
\end{equation*}
$$

In Table 3 we present comparison of the error estimates $\eta$ and $J\left(u_{h}^{\tau}\right)$ with the numerically computed approximation of the dual error $\tilde{\mathcal{E}}$.

Both experiments confirm that a posteriori error estimate (78) is a guaranteed upper bound. Moreover, the overestimation of the error is reasonable; see effectivity indices in Tables 1 and 3.

Although the effectivity indices sometimes worsen during refinements, experimental order of convergence of $\eta$ remains at almost constant level. Hence we suppose the ambiguous results, e.g., in last row of Table 3, are caused by inaccuracies in the numerical computation of the dual norm, which is especially for higher polynomial degrees a very delicate task, rather than by inaccuracy of the error estimates $\eta$.
8. Conclusion. We presented a posteriori error estimate (33) for nonlinear parabolic problem (4), where the discretization in time is based on continuous (conforming) or discontinuous (nonconforming) Galerkin method of arbitrary order in time and by conforming FEM in space; see (11) or (12). This estimate is a guaranteed upper bound and locally (cheaply) computable. Moreover, we derived local efficiency estimates (61).

The technique allowing us to produce uniform estimate for conforming discretization either as for nonconforming one is based on the reformulation of the original continuous problem (4) into the new artificial problem (16) with the same solution in such a way that both discretizations are conforming with respect to the new problem. This enables us to naturally include the penalization term into the error estimate.

These results are then briefly extended to a general DGFEM discretization in space, where the numerical fluxes involved in the discretization are consistent and the numerical flux for approximation of the physical flux $\sigma(.,$.$) is conservative.$

The theoretical investigation of the constants in the efficiency estimates on the polynomial degree is not covered in this paper. The authors expect that this dependence is rather low.

Finally, we present two numerical experiments showing efficiency and reliability of the derived estimates. The main problem with the verification of the error estimate lies in evaluation of the error measure that is difficult to compute even if the exact solution is known.

There are several items for future work.

- The natural inclusion of the nonconformity in space discretizations into the error estimate similarly as it is made for time discretizations.
- Deriving a posteriori error estimates for other error measures, e.g. error in $L^{\infty}\left(0, T, L^{2}(\Omega)\right)$ norm.
- Deriving a posteriori error estimates for quadrature versions of Galerkin time discretizations, i.e., for certain implicit Runge-Kutta methods.
- Investigating the dependence of the constants in efficiency estimates on the polynomial degree.
- Extension of the technique to $h p$-methods.

Acknowledgment. The authors are very grateful to Martin Vohralik for a fruitful discussion about the equilibrated flux reconstruction technique for a posteriori error estimates.
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#### Abstract

We deal with the numerical solution of elliptic not necessarily self-adjoint problems. We derive a posteriori upper bound based on the flux reconstruction that can be directly and cheaply evaluated from the original fluxes and we show for one-dimensional problems that local efficiency of the resulting a posteriori error estimators depends on $p^{1 / 2}$ only, where $p$ is the discretization polynomial degree. The theoretical results are verified by numerical experiments.
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## 1. Introduction

A posteriori error estimates are important and practical tools in numerical mathematics. They serve two main purposes in numerical discretization of PDEs: to provide information about the discretization error for the current choice of discretization parameters and to provide the localization of the sources of high errors for upcoming possible adaptive procedures. For the survey of main a posteriori techniques for PDE discretizations see e.g. [2], [4], [9], [17], [21] and references cited therein. The applications and comparisons of a posteriori error estimates can be found in e.g. [13].

Since higher order methods and $h p$-adaptive techniques start to be more and more popular, the question of robustness with respect to the discretization polynomial degree becomes very important. On the other hand and in contrast to the number of existing results devoted to the robustness with respect to the mesh-size, there are not many theoretical results devoted to the robustness with respect to the polynomial degree. A posteriori error techniques based on the local Neumann problem for

The work was supported from European Regional Development Fund-Project "Center for Advanced Applied Science" (No. CZ.02.1.01/0.0/0.0/16_019/0000778).
$h p$-adaptive discretizations are discussed e.g. in [1] and [3]. For the analysis of the polynomial dependence of the technique based on the local residual estimators see e.g. [14]. It shall be pointed out that the efficiency of individual estimators proved in [14] behaves as $p^{1}$, where $p$ is the underlying polynomial degree used in the finite element method (FEM) discretization.

Important class of approaches for deriving guaranteed a posteriori upper bounds is based on the hypercircle theorem, see [15], where the reconstruction of fluxes should be fully equilibrated, i.e. they should satisfy exactly certain differential equation. By the residual splitting using the dual variable, the restrictive condition of exact solution of full equilibration of the fluxes can be replaced by a milder assumption that the fluxes should be in $H$ (div) only, see e.g. [16]. The extension of these ideas to nonconforming discretizations can be found in e.g. [8], [20]. The quality of the resulting error estimate depends heavily on the choice of the flux reconstruction. Among many approaches for flux reconstructions, the local mixed finite element technique is very popular, since it enables to reconstruct the fluxes based on local relatively cheap problems and since the resulting reconstruction is completely polynomially robust, i.e. the resulting estimators are efficient independently of the polynomial degree. The core of the proof of the polynomial robustness can be found in [7]. The extension of these ideas to wide class of discretization methods can be found in [11].

We assume in this paper even more simple and cheaper reconstruction following the ideas from [10] that can be easily evaluated directly, i.e. without the necessity to solve any local problems. The main aim of this paper is to show its practical usefulness by proving that the resulting local estimators for one-dimensional problems are efficient up to extremely mild polynomial dependence $p^{1 / 2}$.

This paper is organized as follows: Section 2 contains the continuous problem setting and the corresponding FEM discretization. Auxiliary results are presented in Section 3. A posteriori error upper bound is derived in Section 4 and corresponding efficiency results are proved in Section 5. Finally, Section 6 contains the numerical experiments illustrating the results derived in Section 5.

## 2. Continuous problem and its discretization

2.1. Continuous problem. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded polyhedral domain with Lipschitz continuous boundary $\partial \Omega$. We use standard notation for Lebesgue and Sobolev spaces. Let us consider the following boundary value problem: find $u: \Omega \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
-\Delta u+b \cdot \nabla u+c u & =f \quad \text { in } \Omega  \tag{2.1}\\
u & =0
\end{align*} \quad \text { in } \partial \Omega,
$$

where $f \in L^{2}(\Omega)$ and $b \in \mathbb{R}^{d}, c \in \mathbb{R}$ are constants such that $c \geqslant 0$. Moreover, we assume that the convective constant $b$ is of mediocre size at most, i.e. at most $|b| \sim 1$, to prevent the problem becoming convection dominated. Convection dominated problems represent a very challenging task, see e.g. [18] and the references cited therein, and they are beyond the scope of this paper. Let us denote weak space derivative of $u$ by $u^{\prime}$ for $d=1$.

Let $(\cdot, \cdot)$ and $\|\cdot\|$ be the $L^{2}(\Omega)$ scalar product and norm, respectively. Let us denote the function space $V=H_{0}^{1}(\Omega)$.

Definition 2.1. We say that the function $u \in V$ is a weak solution of (2.1) if

$$
\begin{equation*}
(\nabla u, \nabla v)+(b \cdot \nabla u+c u, v)=(f, v) \quad \forall v \in V \tag{2.2}
\end{equation*}
$$

According to the Lax-Milgram lemma, there exists a unique solution of problem (2.2).
2.2. Discrete problem. We consider a space partition $\mathcal{T}_{h}$ consisting of a finite number of closed, $d$-dimensional simplices $K$ with mutually disjoint interiors and covering $\bar{\Omega}$, i.e. $\bar{\Omega}=\bigcup_{K \in \mathcal{T}_{h}} K$. We denote the vertices of the mesh by $a$ and edges (or faces) by $e$. In the rest of the paper we talk about boundary objects of codimension 1 as about edges, but we mean vertices, edges or faces depending on the dimension $d$. For each edge $e$, let $n=n_{e}$ denote a unit normal vector to $e$ with arbitrary but fixed direction for the inner edges and with outer direction on $\partial \Omega$. We assume conforming properties of the mesh, i.e. neighbouring elements share an entire edge. We set $h_{K}=\operatorname{diam}(K)$ and $h=\max _{K} h_{K}$. We assume shape regularity of elements, i.e. $h_{K} / \varrho_{K} \leqslant C$ for all $K \in \mathcal{T}_{h}$, where $\varrho_{K}$ is the radius of the largest $d$-dimensional ball inscribed into $K$ and constant the $C$ does not depend on $\mathcal{T}_{h}$ for $h \in\left(0, h_{0}\right)$. Moreover, we assume the local quasi-uniformity of the mesh, i.e. we assume $h_{K} \leqslant C h_{K^{\prime}}$ for neighbouring elements $K$ and $K^{\prime}$ and constant the $C$ does not depend on $\mathcal{T}_{h}$ for $h \in\left(0, h_{0}\right)$ again.

In order to simplify the notation, we set $(\cdot, \cdot)_{M}$ and $\|\cdot\|_{M}$ the local $L^{2}(M)$-scalar products and norms, respectively, where $M \subset \bar{\Omega}$ is a union of elements $K \in \mathcal{T}_{h}$.

We define classical finite element space

$$
\begin{equation*}
V_{h}=\left\{v \in H_{0}^{1}(\Omega):\left.v\right|_{K} \in P_{p}(K)\right\} \tag{2.3}
\end{equation*}
$$

where the space $P_{p}(K)$ denotes the space of polynomials up to the degree $p \geqslant 1$.
Now we are able to define finite element solution of problem (2.2).

Definition 2.2. We say that the function $u_{h} \in V_{h}$ is a discrete solution of (2.2) if

$$
\begin{equation*}
\left(\nabla u_{h}, \nabla v_{h}\right)+\left(b \cdot \nabla u_{h}+c u_{h}, v_{h}\right)=\left(f, v_{h}\right) \quad \forall v_{h} \in V_{h} . \tag{2.4}
\end{equation*}
$$

The existence and uniqueness of the discrete solution follows again from the LaxMilgram lemma.

Although the functions from $V_{h}$ are globally continuous, we will need to work with piece-wise continuous functions as well. We define one-sided values, jumps and mean values on the inner edges respectively as

$$
\begin{array}{ll}
v(x-)=\lim _{s \rightarrow 0+} v(x-n s), & v(x+)=\lim _{s \rightarrow 0+} v(x+n s),  \tag{2.5}\\
{[v](x)=v(x-)-v(x+),} & \langle v\rangle(x)=\frac{1}{2}(v(x-)+v(x+)) .
\end{array}
$$

For the boundary edges we define

$$
\begin{equation*}
v(x-)=\langle v\rangle(x)=\lim _{s \rightarrow 0+} v(x-n s), \quad[v](x)=0 . \tag{2.6}
\end{equation*}
$$

## 3. Auxiliary results

Let $\left\{\widehat{\phi}_{s} \in P_{s}(-1,1)\right\}_{s=0}^{\infty}$ be Legendre orthogonal polynomials, i.e. $\widehat{\phi}_{s} \perp P_{s-1}(-1,1)$ with respect to $L^{2}(-1,1)$-scalar product, normalized by $\widehat{\phi}_{s}(1)=1$. The lowest degree examples are $\widehat{\phi}_{0}(x)=1$ and $\widehat{\phi}_{1}(x)=x$. Let $\left\{\widehat{\chi}_{s} \in P_{s}(-1,1)\right\}_{s=1}^{\infty}$ be Radau polynomials defined by

$$
\begin{equation*}
\widehat{\chi}_{s}=\frac{\widehat{\phi}_{s}+\widehat{\phi}_{s-1}}{2} \tag{3.1}
\end{equation*}
$$

and $\left\{\widehat{\psi}_{s} \in P_{s}(-1,1)\right\}_{s=2}^{\infty}$ be Lobatto polynomials defined by

$$
\begin{equation*}
\widehat{\psi}_{s}=\widehat{\phi}_{s}-\widehat{\phi}_{s-2} . \tag{3.2}
\end{equation*}
$$

Lemma 3.1. The Legendre polynomials satisfy

$$
\begin{equation*}
\left\|\widehat{\phi}_{s}\right\|_{L^{2}(-1,1)}^{2}=\frac{2}{2 s+1}, \quad \widehat{\phi}_{s}^{\prime}(1)=\frac{s(s+1)}{2} . \tag{3.3}
\end{equation*}
$$

The Radau polynomials defined by (3.1) satisfy

$$
\begin{equation*}
\widehat{\chi}_{s}(-1)=0, \quad \widehat{\chi}_{s}(1)=1, \quad \widehat{\chi}_{s} \perp P_{s-2}(-1,1), \quad\left\|\widehat{\chi}_{s}\right\|_{L^{2}(-1,1)}^{2}=\frac{2 s}{4 s^{2}-1} . \tag{3.4}
\end{equation*}
$$

The Lobatto polynomials defined by (3.2) satisfy

$$
\begin{equation*}
\widehat{\psi}_{s}(1)=0, \widehat{\psi}_{s}(-1)=0, \widehat{\psi}_{s} \perp P_{s-3}(-1,1),\left\|\widehat{\psi}_{s}\right\|_{L^{2}(-1,1)}^{2}=\frac{8 s-4}{(2 s+1)(2 s-3)}, \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\psi}_{s}^{\prime}=(2 s-1) \widehat{\phi}_{s-1}, \quad\left\|\widehat{\psi}_{s}^{\prime}\right\|_{L^{2}(-1,1)}^{2}=4 s-2 . \tag{3.6}
\end{equation*}
$$

Proof. The relation for the norm of Legendre polynomials can be found in e.g. [19]. Moreover, the Legendre polynomials satisfy the three-term recurrence

$$
\begin{equation*}
(s+1) \widehat{\phi}_{s+1}(x)=(2 s+1) x \widehat{\phi}_{s}(x)-s \widehat{\phi}_{s-1}(x), \tag{3.7}
\end{equation*}
$$

see e.g. [19]. Differentiating the three-term recurrence, inserting $x=1$ and using $\widehat{\phi}_{s}(1)=1$, we obtain

$$
\begin{equation*}
(s+1) \widehat{\phi}_{s+1}^{\prime}(1)=(2 s+1)+(2 s+1) \widehat{\phi}_{s}^{\prime}(1)-s \widehat{\phi}_{s-1}^{\prime}(1) . \tag{3.8}
\end{equation*}
$$

Then the relation for $\widehat{\phi}_{s}^{\prime}(1)$ follows by induction. Relations (3.4) and (3.5) can be directly verified from (3.1) and (3.2), respectively, and from the properties of Legendre polynomials. Now, let us show that $\widehat{\psi}_{s}^{\prime}=C \widehat{\phi}_{s-1}$, where $C=C(s)$ is a constant. Since $\widehat{\psi}_{s}^{\prime} \in P_{s-1}(-1,1)$, it is sufficient to show that $\widehat{\psi}_{s}^{\prime} \perp P_{s-2}(-1,1)$. Using (3.5), we get

$$
\begin{align*}
\int_{-1}^{1} \widehat{\psi}_{s}^{\prime} w \mathrm{~d} x=-\int_{-1}^{1} \widehat{\psi}_{s} w^{\prime} \mathrm{d} x-\widehat{\psi}_{s}(-1) w(-1)+\widehat{\psi}_{s}(1) w(1) & =0  \tag{3.9}\\
\forall w & \in P_{s-2}(-1,1) .
\end{align*}
$$

From this it follows that

$$
\begin{equation*}
C \widehat{\phi}_{s-1}(1)=\widehat{\psi}_{s}^{\prime}(1)=\widehat{\phi}_{s}^{\prime}(1)-\widehat{\phi}_{s-2}^{\prime}(1) . \tag{3.10}
\end{equation*}
$$

Applying (3.3), we arrive at $C=2 s-1$. The relation for the norm of $\widehat{\psi}_{s}^{\prime}$ then follows from the relation for the norm of Legendre polynomials.

The Lobatto polynomials $\psi_{s}$ on $K=\left[a_{L}, a_{R}\right]$ are defined by transformation of $\widehat{\psi}_{s}$ from the reference interval $[-1,1]$,

$$
\begin{equation*}
\psi_{s}(x)=\widehat{\psi}_{s}\left(\frac{2\left(x-a_{L}\right)}{h_{K}}-1\right), \quad x \in K . \tag{3.11}
\end{equation*}
$$

The Legendre polynomials $\phi_{s}$ and the Radau polynomials $\chi_{s}$ are defined on $K \in \mathcal{T}_{h}$ analogously.

Lemma 3.2. Let $v \in V$. Then there exists $v_{h} \in V_{h}$ and constant $C_{\mathrm{Fl}}>0$ independent of local mesh-size $h_{K}$ and polynomial degree $p \geqslant 1$ such that

$$
\begin{equation*}
\left\|v-v_{h}\right\|_{K} \leqslant C_{\mathrm{Fl}} \frac{h_{K}}{p}\|\nabla v\|_{K} . \tag{3.12}
\end{equation*}
$$

Proof. The result can be found in [5].
For some cases, the value of the constant $C_{\text {Fl }}$ from Lemma 3.2 can be determined exactly. We will show the value of $C_{\mathrm{Fl}}$ for $d=1$.

Lemma 3.3. Let $d=1$ and $v \in V$. Then there exists $v_{h} \in V_{h}$ such that estimate (3.12) holds with

$$
\begin{equation*}
C_{\mathrm{Fl}}=\frac{p}{\sqrt{(2 p+3)(2 p-1)}} . \tag{3.13}
\end{equation*}
$$

Proof. Let us decompose $\left.v\right|_{K} \in H^{1}(K)$ as

$$
\begin{equation*}
\left.v\right|_{K}=\varphi+\sum_{s=2}^{\infty} \alpha_{s} \psi_{s}, \tag{3.14}
\end{equation*}
$$

where $\left\{\alpha_{s}\right\}_{s=2}^{\infty} \subset \mathbb{R}, \varphi \in P_{1}(K)$ is the linear interpolation at the end points of $K$ and $\psi_{s} \in P_{s}(K)$ are Lobatto basis (bubble) function defined on $K \in \mathcal{T}_{h}$ by (3.11). Let us construct suitable $v_{h}$ element-wise as

$$
\begin{equation*}
\left.v_{h}\right|_{K}=\varphi+\sum_{s=2}^{p} \alpha_{s} \psi_{s} . \tag{3.15}
\end{equation*}
$$

Applying (3.2) and the orthogonality of Legendre polynomials $\phi_{s}$, we get

$$
\begin{align*}
\left\|v-v_{h}\right\|_{K}^{2} & =\left\|\sum_{s=p+1}^{\infty} \alpha_{s} \psi_{s}\right\|_{K}^{2}=\left\|\sum_{s=p+1}^{\infty} \alpha_{s}\left(\phi_{s}-\phi_{s-2}\right)\right\|_{K}^{2}  \tag{3.16}\\
& =\sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left(\left\|\phi_{s}\right\|_{K}^{2}+\left\|\phi_{s-2}\right\|_{K}^{2}\right)-2 \sum_{s=p+1}^{\infty} \alpha_{s} \alpha_{s+2}\left\|\phi_{s}\right\|_{K}^{2}
\end{align*}
$$

$$
\begin{aligned}
\leqslant & \sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left(\left\|\phi_{s}\right\|_{K}^{2}+\left\|\phi_{s-2}\right\|_{K}^{2}\right)+\sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left\|\phi_{s}\right\|_{K}^{2} \\
& +\sum_{s=p+1}^{\infty} \alpha_{s+2}^{2}\left\|\phi_{s}\right\|_{K}^{2} \leqslant 2 \sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left(\left\|\phi_{s}\right\|_{K}^{2}+\left\|\phi_{s-2}\right\|_{K}^{2}\right) \\
= & 2 \sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left\|\psi_{s}\right\|_{K}^{2} .
\end{aligned}
$$

From Lemma 3.1, it follows for Lobatto polynomials scaled to $[-1,1]$ that

$$
\begin{equation*}
\left\|\widehat{\psi}_{s}\right\|_{(-1,1)}^{2}=\frac{2}{(2 s+1)(2 s-3)}\left\|\widehat{\psi}_{s}^{\prime}\right\|_{(-1,1)}^{2} \tag{3.17}
\end{equation*}
$$

Since the ratio between the original element $K$ and the reference domain $[-1,1]$ is $h_{K} / 2$, we get after transformation from $[-1,1]$ to $K$ that

$$
\begin{equation*}
\left\|\psi_{s}\right\|_{K}^{2}=\frac{h_{K}^{2}}{2(2 s+1)(2 s-3)}\left\|\psi_{s}^{\prime}\right\|_{K}^{2} \tag{3.18}
\end{equation*}
$$

Inserting this relation into (3.16), we obtain

$$
\begin{align*}
\left\|v-v_{h}\right\|_{K}^{2} & \leqslant 2 \sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left\|\psi_{s}\right\|_{K}^{2}=2 \sum_{s=p+1}^{\infty} \alpha_{s}^{2} \frac{h_{K}^{2}}{2(2 s+1)(2 s-3)}\left\|\psi_{s}^{\prime}\right\|_{K}^{2}  \tag{3.19}\\
& \leqslant \frac{h_{K}^{2}}{(2 p+3)(2 p-1)} \sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left\|\psi_{s}^{\prime}\right\|_{K}^{2}
\end{align*}
$$

Since $\widehat{\psi}_{s}^{\prime}=(2 s-1) \widehat{\phi}_{s-1}, s \geqslant 2$, the derivatives of Lobatto basis and constants are mutually orthogonal. Then we get

$$
\begin{equation*}
\sum_{s=p+1}^{\infty} \alpha_{s}^{2}\left\|\psi_{s}^{\prime}\right\|_{K}^{2} \leqslant\left\|\varphi^{\prime}\right\|_{K}^{2}+\sum_{s=2}^{\infty} \alpha_{s}^{2}\left\|\psi_{s}^{\prime}\right\|_{K}^{2}=\left\|\varphi^{\prime}+\sum_{s=2}^{\infty} \alpha_{s} \psi_{s}^{\prime}\right\|_{K}^{2}=\left\|v^{\prime}\right\|_{K}^{2} \tag{3.20}
\end{equation*}
$$

## 4. Flux Reconstruction, ERROR MEASURE AND ITS UPPER BOUND

4.1. Flux reconstruction. Since the discretization by FEM is conforming, the exact solution $u$ as well as the discrete solution $u_{h}$ belong to common space $V=$ $H_{0}^{1}(\Omega)$. This quality, i.e. the exact and the discrete solutions belong to common space, does not hold for the gradient of the solution, since $\nabla u \in H(\operatorname{div}, \Omega)$ and $\nabla u_{h} \notin$ $H(\operatorname{div}, \Omega)$ in general. Our aim is to find suitable reconstruction $\sigma_{h}=\sigma_{h}\left(\nabla u_{h}\right) \in$ $H(\operatorname{div}, \Omega)$ such that $\sigma_{h} \approx \nabla u_{h}$.

Let $R T_{p}(K)$ be the local Raviart-Thomas space of order $p$ for element $K \in \mathcal{T}_{h}$, i.e. $R T_{p}(K)=P_{p}(K)^{d}+x \bar{P}_{p}(K)$, where $\bar{P}_{p}(K)$ is a subspace of $P_{p}(K)$ containing only the polynomial terms of degree $p$. For $d=1, R T_{p}(K)$ space is simplified to $P_{p+1}(K)$. The details about Raviart-Thomas spaces and about FEM-like spaces for approximation $H(\operatorname{div}, \Omega)$ in general can be found in [6]. We define the reconstruction $\sigma_{h}$ element-wise. We seek $\left.\sigma_{h}\right|_{K} \in R T_{p}(K)$ such that

$$
\begin{align*}
\left.\sigma_{h}\right|_{e} \cdot n & =\left.\left\langle\nabla u_{h}\right\rangle\right|_{e} \cdot n & \forall e \subset K  \tag{4.1}\\
\left(\sigma_{h}, z_{h}\right)_{K} & =\left(\nabla u_{h}, z_{h}\right)_{K} & \forall z_{h} \in P_{p-1}(K)^{d} .
\end{align*}
$$

The conditions in (4.1) represent the natural degrees of freedom for $R T_{p}(K)$, see [6], Proposition 2.3.4. Applying basis corresponding to these degrees of freedom enables to assemble $\sigma_{h}$ directly without the necessity to solve any local linear problems, which results in extremely cheap evaluation of the reconstruction $\sigma_{h}$. This property will be demonstrated later in Lemma 5.1 for $d=1$.

We should point out that the resulting function $\sigma_{h}$ has continuous normal components on inter-element edges and therefore the composition of local contributions of $\sigma_{h}$ is in $H(\operatorname{div}, \Omega)$, see e.g. [6].

Important property of $\sigma_{h}$ is the orthogonality of $f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}$ on $V_{h}$ that follows from the discrete problem formulation (2.4) and from (4.1)

$$
\begin{align*}
& \left(f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}, v_{h}\right)=\left(f, v_{h}\right)-\left(b \cdot \nabla u_{h}+c u_{h}, v_{h}\right)-\left(\sigma_{h}, \nabla v_{h}\right)  \tag{4.2}\\
& \quad=\left(f, v_{h}\right)-\left(b \cdot \nabla u_{h}+c u_{h}, v_{h}\right)-\left(\nabla u_{h}, \nabla v_{h}\right)=0 \quad \forall v_{h} \in V_{h} .
\end{align*}
$$

Remark 4.1. Relation (4.2) represents a weaker version of the equilibrated flux property

$$
\begin{equation*}
\left(f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}, v_{h}\right)_{K}=0 \quad \forall v_{h} \in P_{p}(K), \tag{4.3}
\end{equation*}
$$

used in e.g. [11].

Remark 4.2. The important ingredient for relation (4.2) is that $u_{h}$ is the exact solution of the discrete problem (2.4). Such a solution is not available for the reconstruction in practical computations, since many other sources of errors come into play (algebraic errors, quadrature errors, rounding errors, etc.). Including these sources of errors will result in the necessity to enhance relation (4.2) by corresponding remainders, e.g. the algebraic error could be represented by the additional term corresponding to the algebraic residuum. A posteriori error estimate including algebraic error can be found in e.g. [12]. For simplicity, we assume in this paper that the exact solution $u_{h}$ of problem (2.4) is available.
4.2. Upper bound. We define the error measure for $w \in V$ as the dual norm of residual

$$
\begin{equation*}
\operatorname{Err}(w)=\sup _{0 \neq v \in V} \frac{(f, v)-(\nabla w, \nabla v)-(b \cdot \nabla w+c w, v)}{\|\nabla v\|} . \tag{4.4}
\end{equation*}
$$

Remark 4.3. For the most simple case $b=0, c=0$, the error measure is equivalent to $H^{1}$-seminorm, i.e. $\operatorname{Err}(w)=\|\nabla u-\nabla w\|$.

The aim of this section is to bound the error measure $\operatorname{Err}\left(u_{h}\right)$ from above. Let $v \in V$ be arbitrary, let $u_{h} \in V_{h}$ be the discrete solution given by (2.4) and let $\sigma_{h}$ be the reconstruction obtained from $u_{h}$ by (4.1). Then

$$
\begin{align*}
(f, v)-\left(\nabla u_{h}\right. & , \nabla v)-\left(b \cdot \nabla u_{h}+c u_{h}, v\right)  \tag{4.5}\\
& =\left(f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}, v\right)+\left(\sigma_{h}-\nabla u_{h}, \nabla v\right) .
\end{align*}
$$

We estimate the terms on the right-hand side individually. We apply (4.2) and Lemma 3.2 on the first term and we get

$$
\begin{gather*}
\left(f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}, v\right)=\inf _{v_{h} \in V_{h}}\left(f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}, v-v_{h}\right)  \tag{4.6}\\
\leqslant \sum_{K} C_{\mathrm{Fl}} \frac{h_{K}}{p}\left\|f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}\right\|_{K}\|\nabla v\|_{K} .
\end{gather*}
$$

The second term can be estimated by the Cauchy inequality

$$
\begin{equation*}
\left(\sigma_{h}-\nabla u_{h}, \nabla v\right) \leqslant \sum_{K}\left\|\sigma_{h}-\nabla u_{h}\right\|_{K}\|\nabla v\|_{K} . \tag{4.7}
\end{equation*}
$$

Applying these individual estimates together, we get

$$
\begin{align*}
& \left(\left(f-b \cdot \nabla u_{h}-c u_{h}, v\right)-\left(\nabla u_{h}, \nabla v\right)\right)^{2}  \tag{4.8}\\
& \leqslant \sum_{K}\left(C_{\mathrm{Fl} 1} \frac{h_{K}}{p}\left\|f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}\right\|_{K}+\left\|\sigma_{h}-\nabla u_{h}\right\|_{K}\right)^{2}\|\nabla v\|^{2} .
\end{align*}
$$

Let us denote partial estimators

$$
\begin{align*}
\eta_{R, K} & =C_{\mathrm{Fl}} \frac{h_{K}}{p}\left\|f+\operatorname{div} \sigma_{h}-b \cdot \nabla u_{h}-c u_{h}\right\|_{K},  \tag{4.9}\\
\eta_{F, K} & =\left\|\sigma_{h}-\nabla u_{h}\right\|_{K} .
\end{align*}
$$

From these considerations follows the upper a posteriori error estimate.
Theorem 4.1. Let $u_{h} \in V_{h}$ be the discrete solution obtained by (2.4) and $\sigma_{h}$ be the reconstruction obtained from $u_{h}$ by (4.1). Then

$$
\begin{equation*}
\operatorname{Err}\left(u_{h}\right)^{2} \leqslant \eta^{2}=\sum_{K}\left(\eta_{R, K}+\eta_{F, K}\right)^{2} . \tag{4.10}
\end{equation*}
$$

Remark 4.4. The constant $C_{\mathrm{Fl}}$ contained in $\eta_{R, K}$ is unknown in general. This constant can be determined in some special cases, e.g. the application of Lemma 3.3 instead of Lemma 3.2 gives the modification of the estimator $\eta_{R, K}$ for $d=1$

$$
\begin{equation*}
\eta_{R, K}=\frac{h_{K}}{\sqrt{(2 p+3)(2 p-1)}}\left\|f+\sigma_{h}^{\prime}-b u_{h}^{\prime}-c u_{h}\right\|_{K} \tag{4.11}
\end{equation*}
$$

where all the terms in (4.11) are known. Then both the estimators $\eta_{R, K}$ and $\eta_{F, K}$ are fully computable.

## 5. Local error measures and its lower bound in one dimension

In this section we assume $d=1$. The aim of this section is to show that the local individual estimators $\eta_{R, K}$ and $\eta_{F, K}$ from a posteriori estimate (4.10) are locally efficient and how this efficiency depends on the polynomial degree $p$. It means that these local estimators provide local lower bounds to the local error measure up to some powers of $p$ and some generic constant $C>0$ that may depend on constants coming from the original continuous problem (the size of the domain $\Omega$, etc.) or on the constants coming from the discretization (mesh shape regularity constant, etc.). However, this constant should be independent of the exact solution $u$, discrete solution $u_{h}$, local mesh sizes $h_{K}$, and polynomial degree $p$. Dependence of the estimate up to this generic constant will be denoted by $\lesssim$.

For the purpose of the efficiency analysis we suppose a traditional assumption that $f \in V_{h}$. Otherwise, classical oscillation term

$$
\begin{equation*}
\sup _{0 \neq v \in V} \frac{\left(f-f_{h}, v\right)}{\left\|v^{\prime}\right\|} \tag{5.1}
\end{equation*}
$$

appears additionally in the efficiency results, where $f_{h}$ is $L^{2}$-orthogonal projection of $f$ on $V_{h}$.

To be able to apply the result in a local way, we need the following notation. Let $\omega_{a}$ be a patch consisting of elements sharing common vertex $a$ and $\omega_{K}$ be a patch consisting of elements sharing at least a vertex with $K$. Let $M \subset \bar{\Omega}$, e.g. $M=K$ or $M=\omega_{K}$. We define a local version of the space $V$ by

$$
\begin{equation*}
V_{M}=\{v \in V: \operatorname{supp}(v) \subset M\} \tag{5.2}
\end{equation*}
$$

and a corresponding local version of Err

$$
\begin{equation*}
\operatorname{Err}_{M}(w)=\sup _{0 \neq v \in V_{M}} \frac{(f, v)-\left(w^{\prime}, v^{\prime}\right)-\left(b w^{\prime}+c w, v\right)}{\left\|v^{\prime}\right\|} \tag{5.3}
\end{equation*}
$$

Typically, we use $\operatorname{Err}_{K}\left(u_{h}\right), \operatorname{Err}_{\omega_{a}}\left(u_{h}\right)$ or $\operatorname{Err}_{\omega_{K}}\left(u_{h}\right)$. Since the patch $\omega_{K}$ is composed from three elements at most, it is possible to see that

$$
\begin{equation*}
\sum_{K} \operatorname{Err}_{K}\left(u_{h}\right)^{2} \leqslant \sum_{K} \operatorname{Err}_{\omega_{K}}\left(u_{h}\right)^{2} \lesssim \operatorname{Err}\left(u_{h}\right)^{2} \tag{5.4}
\end{equation*}
$$

We divide the proof of the local efficiency of the individual partial estimators $\eta_{R, K}$ and $\eta_{F, K}$ into next auxiliary lemmas.

Lemma 5.1. Let $d=1$. Let us denote a polynomial $r_{L} \in P_{p+1}(K)$ such that $r_{L}\left(a_{L}\right)=1, r_{L}\left(a_{R}\right)=0$ and $r_{L} \perp P_{p-1}(K)$ for the element $K=\left[a_{L}, a_{R}\right]$. The polynomial $r_{R} \in P_{p+1}(K)$ associated with $a_{R}$ instead of $a_{L}$ is defined analogically, i.e. $r_{R}\left(a_{R}\right)=1, r_{R}\left(a_{L}\right)=0$ and $r_{R} \perp P_{p-1}(K)$. Then the reconstruction $\sigma_{h}$ defined by (4.1) can be expressed by

$$
\begin{equation*}
\left.\sigma_{h}\right|_{K}=\left.u_{h}^{\prime}\right|_{K}+\frac{1}{2} n\left[u_{h}^{\prime}\right]\left(a_{L}\right) r_{L}-\frac{1}{2} n\left[u_{h}^{\prime}\right]\left(a_{R}\right) r_{R} \tag{5.5}
\end{equation*}
$$

Proof. Inserting $a_{L}$ and $a_{R}$ into (5.5), we obtain $\sigma_{h}\left(a_{L}\right)=\left\langle u_{h}^{\prime}\right\rangle\left(a_{L}\right)$ and $\sigma_{h}\left(a_{R}\right)=\left\langle u_{h}^{\prime}\right\rangle\left(a_{R}\right)$, respectively. That corresponds to the first condition in (4.1). Using the orthogonality of polynomials $r_{L}$ and $r_{R}$ on $P_{p-1}(K)$, we gain the second condition in (4.1).

Remark 5.1. The polynomials $r_{L}$ and $r_{R}$ are known as Radau polynomials, e.g. $r_{R}=\chi_{p+1}$, where $\chi_{p+1}$ is transformation of the reference Radau polynomial $\widehat{\chi}_{p+1}$ defined in Section 3. They can be alternatively defined as polynomials with zeros in the Radau quadrature nodes. They represent natural basis functions associated with edge degrees of freedom in (4.1) for $d=1$.

Lemma 5.2. Let $d=1, f \in V_{h}, u_{h} \in V_{h}$ and let $\sigma_{h}$ be the reconstruction obtained from $u_{h}^{\prime}$ by (4.1). Then

$$
\begin{equation*}
\eta_{F, K}=\left\|\sigma_{h}-u_{h}^{\prime}\right\|_{K} \lesssim p^{1 / 2} \operatorname{Err}_{\omega_{K}}\left(u_{h}\right) . \tag{5.6}
\end{equation*}
$$

Proof. Let us denote the end points of $K$ as $a_{L}$ and $a_{R}$, i.e. $K=\left[a_{L}, a_{R}\right]$. Then applying Lemma 5.1 and Lemma 3.1 and scaling between reference interval $[-1,1]$ and $K$, we get

$$
\begin{align*}
\left\|\sigma_{h}-u_{h}^{\prime}\right\|_{K} & \leqslant \frac{1}{2}\left(\left|\left[u_{h}^{\prime}\right]\left(a_{L}\right)\right|\left\|r_{L}\right\|_{K}+\left|\left[u_{h}^{\prime}\right]\left(a_{R}\right)\right|\left\|r_{R}\right\|_{K}\right)  \tag{5.7}\\
& =\frac{1}{4} \frac{\sqrt{h_{K}}}{\sqrt{2}}\left(\left|\left[u_{h}^{\prime}\right]\left(a_{L}\right)\right|+\left|\left[u_{h}^{\prime}\right]\left(a_{R}\right)\right|\right)\left\|\widehat{\chi}_{p+1}\right\|_{(-1,1)} \\
& =\frac{1}{4} \frac{\sqrt{h_{K}(p+1)}}{\sqrt{4(p+1)^{2}-1}}\left(\left|\left[u_{h}^{\prime}\right]\left(a_{L}\right)\right|+\left|\left[u_{h}^{\prime}\right]\left(a_{R}\right)\right|\right) \\
& \lesssim \frac{\sqrt{h_{K}}}{\sqrt{p}}\left(\left|\left[u_{h}^{\prime}\right]\left(a_{L}\right)\right|+\left|\left[u_{h}^{\prime}\right]\left(a_{R}\right)\right|\right) .
\end{align*}
$$

Now, let us show the relation between $\left|\left[u_{h}^{\prime}\right](a)\right|$ for $a=a_{L}, a_{R}$ and $\operatorname{Err}_{\omega_{K}}\left(u_{h}\right)$. The case $a=a_{R}$ is very similar to the case $a=a_{L}$. Therefore, we discuss only the version with $a=a_{L}$. Let $\varphi_{a_{L}}$ be piece-wise linear function associated with vertex $a_{L}$ such that $\varphi_{a_{L}}\left(a_{L}\right)=1$ and $\varphi_{a_{L}}(a)=0$ for other vertices $a$. Let us define $\phi_{a_{L}}$ a piece-wise polynomial function of degree at most $p+2$ satisfying $\operatorname{supp}\left(\phi_{a_{L}}\right) \subset \omega_{a_{L}}$, $\phi_{a_{L}}\left(a_{L}\right)=1$ and $\phi_{a_{L}}$ be orthogonal to piece-wise polynomials up to degree $p+1$. Now, we are able to design a suitable test function $w_{a_{L}} \in V_{\omega_{a_{L}}}$

$$
\begin{equation*}
w_{a_{L}}=-\operatorname{sgn}\left(\left[u_{h}^{\prime}\right]\left(a_{L}\right)\right) \varphi_{a_{L}} \phi_{a_{L}} \tag{5.8}
\end{equation*}
$$

Then

$$
\begin{align*}
\operatorname{Err}_{\omega_{a_{L}}}\left(u_{h}\right) & =\sup _{0 \neq v \in V_{w_{a_{L}}}} \frac{(f, v)-\left(u_{h}^{\prime}, v^{\prime}\right)-\left(b u_{h}^{\prime}+c u_{h}, v\right)}{\left\|v^{\prime}\right\|}  \tag{5.9}\\
& \geqslant \frac{\left(f, w_{a_{L}}\right)-\left(u_{h}^{\prime}, w_{a_{L}}^{\prime}\right)-\left(b u_{h}^{\prime}+c u_{h}, w_{a_{L}}\right)}{\left\|w_{a_{L}}^{\prime}\right\|} \\
& =\frac{\sum_{K}\left(f+u_{h}^{\prime \prime}-b u_{h}^{\prime}-c u_{h}, w_{a_{L}}\right)_{K}-\sum_{a}\left[u_{h}^{\prime}\right](a) w_{a_{L}}(a)}{\left\|w_{a_{L}}^{\prime}\right\|} \\
& =\frac{\left|\left[u_{h}^{\prime}\right]\left(a_{L}\right)\right|}{\left\|w_{a_{L}}^{\prime}\right\|} .
\end{align*}
$$

We shall investigate $\left\|w_{a_{L}}^{\prime}\right\|^{2}=\left\|w_{a_{L}}^{\prime}\right\|_{K}^{2}+\left\|w_{a_{L}}^{\prime}\right\|_{K^{\prime}}^{2}$, where $K^{\prime} \subset \omega_{a}$ is the neighbouring element of $K$. The forthcoming analysis is very similar for both elements. Therefore, we focus only on $\left\|w_{a_{L}}^{\prime}\right\|_{K}^{2}$. From (5.8) it follows that

$$
\begin{align*}
\left\|w_{a_{L}}^{\prime}\right\|_{K}^{2} & =\int_{a_{L}}^{a_{R}}\left(w_{a_{L}}^{\prime}\right)^{2} \mathrm{~d} x=\int_{a_{L}}^{a_{R}}\left(\varphi_{a_{L}}^{\prime} \phi_{a_{L}}+\varphi_{a_{L}} \phi_{a_{L}}^{\prime}\right)^{2} \mathrm{~d} x  \tag{5.10}\\
& \lesssim \int_{a_{L}}^{a_{R}}\left(\varphi_{a_{L}}^{\prime}\right)^{2} \phi_{a_{L}}^{2} \mathrm{~d} x+\int_{a_{L}}^{a_{R}} \varphi_{a_{L}}^{2}\left(\phi_{a_{L}}^{\prime}\right)^{2} \mathrm{~d} x .
\end{align*}
$$

We estimate the final integrals individually. Since $\left.\left(\varphi_{a_{L}}^{\prime}\right)^{2}\right|_{K}=1 / h_{K}^{2}$, we obtain by Lemma 3.1 and by scaling between $[-1,1]$ and $K$

$$
\begin{equation*}
\int_{a_{L}}^{a_{R}}\left(\varphi_{a_{L}}^{\prime}\right)^{2} \phi_{a_{L}}^{2} \mathrm{~d} x=\frac{1}{h_{K}^{2}} \int_{a_{L}}^{a_{R}} \phi_{a_{L}}^{2} \mathrm{~d} x=\frac{1}{2 h_{K}}\left\|\widehat{\phi}_{p+2}\right\|_{(-1,1)}^{2}=\frac{1}{h_{K}(2 p+5)} . \tag{5.11}
\end{equation*}
$$

Since $0 \leqslant \varphi_{a_{L}} \leqslant 1$, we get

$$
\begin{align*}
\int_{a_{L}}^{a_{R}} \varphi_{a_{L}}^{2}\left(\phi_{a_{L}}^{\prime}\right)^{2} \mathrm{~d} x \leqslant & \int_{a_{L}}^{a_{R}} \varphi_{a_{L}}(x)\left(\phi_{a_{L}}^{\prime}\right)^{2} \mathrm{~d} x  \tag{5.12}\\
= & \varphi_{a_{L}}\left(a_{R}\right) \phi_{a_{L}}^{\prime}\left(a_{R}\right) \phi_{a_{L}}\left(a_{R}\right)-\varphi_{a_{L}}\left(a_{L}\right) \phi_{a_{L}}^{\prime}\left(a_{L}\right) \phi_{a_{L}}\left(a_{L}\right) \\
& -\int_{a_{L}}^{a_{R}}\left(\varphi_{a_{L}}^{\prime} \phi_{a_{L}}^{\prime}+\varphi_{a_{L}} \phi_{a_{L}}^{\prime \prime}\right) \phi_{a_{L}} \mathrm{~d} x \\
= & -\phi_{a_{L}}^{\prime}\left(a_{L}\right) .
\end{align*}
$$

We get by Lemma 3.1 and by scaling between $[-1,1]$ and $K$

$$
\begin{equation*}
-\phi_{a_{L}}^{\prime}\left(a_{L}\right)=\frac{2}{h_{K}} \widehat{\phi}_{p+2}^{\prime}(1)=\frac{(p+2)(p+3)}{h_{K}} . \tag{5.13}
\end{equation*}
$$

Putting these individual estimates together and applying the local quasi-uniformity of the mesh, we obtain

$$
\begin{equation*}
\left\|w_{a_{L}}^{\prime}\right\|^{2}=\left\|w_{a_{L}}^{\prime}\right\|_{K}^{2}+\left\|w_{a_{L}}^{\prime}\right\|_{K^{\prime}}^{2} \lesssim \frac{p^{2}}{h_{K}}+\frac{p^{2}}{h_{K^{\prime}}} \lesssim \frac{p^{2}}{h_{K}} . \tag{5.14}
\end{equation*}
$$

Then estimates (5.7), (5.9), and (5.14) give

$$
\begin{align*}
\left\|\sigma_{h}-u_{h}^{\prime}\right\|_{K}^{2} & \lesssim \frac{h_{K}}{p}\left(\left|\left[u_{h}^{\prime}\right]\left(a_{L}\right)\right|^{2}+\left|\left[u_{h}^{\prime}\right]\left(a_{R}\right)\right|^{2}\right)  \tag{5.15}\\
& \leqslant \frac{h_{K}}{p} \operatorname{Err}_{\omega_{K}}\left(u_{h}\right)^{2}\left(\left\|w_{a_{L}}^{\prime}\right\|^{2}+\left\|w_{a_{R}}^{\prime}\right\|^{2}\right) \lesssim p \operatorname{Err}_{\omega_{K}}\left(u_{h}\right)^{2}
\end{align*}
$$

Lemma 5.3. Let $d=1, f \in V_{h}, u_{h} \in V_{h}$ and let $\sigma_{h}$ be the reconstruction obtained from $u_{h}$ by (4.1). Then

$$
\begin{equation*}
\eta_{R, K}=\frac{h_{K}}{\sqrt{(2 p+3)(2 p-1)}}\left\|f+\sigma_{h}^{\prime}-b u_{h}^{\prime}-c u_{h}\right\|_{K} \lesssim p^{1 / 2} \operatorname{Err}_{\omega_{K}}\left(u_{h}\right) \tag{5.16}
\end{equation*}
$$

Proof. Let us denote $w=f+\sigma_{h}^{\prime}-b u_{h}^{\prime}-c u_{h}$. Let us represent $v \in V_{K}$ as

$$
\begin{equation*}
v=\sum_{s=2}^{\infty} \alpha_{s} \psi_{s} \tag{5.17}
\end{equation*}
$$

where $\psi_{s}$ are Lobatto polynomials defined by (3.2) and transformed from the reference element $[-1,1]$ to $K$ and $\left\{\alpha_{s}\right\}_{s=2}^{\infty} \subset \mathbb{R}$ are the corresponding coefficients. Let us show that

$$
\begin{equation*}
\sum_{s=2}^{\infty} \alpha_{s}^{2}\left\|\psi_{s}\right\|_{K}^{2} \lesssim\left\|\sum_{s=2}^{\infty} \alpha_{s} \psi_{s}\right\|_{K}^{2}=\|v\|_{K}^{2} . \tag{5.18}
\end{equation*}
$$

It is possible to show it equivalently on the reference element $[-1,1]$ instead of $K$. Applying Lemma 3.1, we can see that

$$
\begin{align*}
& \left\|\sum_{s=2}^{\infty} \alpha_{s} \widehat{\psi}_{s}\right\|_{(-1,1)}^{2}=\sum_{s=2}^{\infty} \alpha_{s}^{2}\left\|\widehat{\psi}_{s}\right\|_{(-1,1)}^{2}-\sum_{s=4}^{\infty} \alpha_{s} \alpha_{s-2}\left\|\widehat{\phi}_{s-2}\right\|_{(-1,1)}^{2}  \tag{5.19}\\
& \quad \geqslant \sum_{s=2}^{\infty} \alpha_{s}^{2}\left\|\widehat{\psi}_{s}\right\|_{(-1,1)}^{2}-\frac{1}{2} \sum_{s=4}^{\infty}\left(\alpha_{s}^{2}+\alpha_{s-2}^{2}\right)\left\|\widehat{\phi}_{s-2}\right\|_{(-1,1)}^{2} \\
& \left.\geqslant \sum_{s=2}^{\infty} \alpha_{s}^{2}\left\|\widehat{\phi}_{s}\right\|_{(-1,1)}^{2}+\left\|\widehat{\phi}_{s-2}\right\|_{(-1,1)}^{2}\right) \\
& \quad-\frac{1}{2} \sum_{s=2}^{\infty} \alpha_{s}^{2}\left(\left\|\widehat{\phi}_{s}\right\|_{(-1,1)}^{2}+\left\|\widehat{\phi}_{s-2}\right\|_{(-1,1)}^{2}\right)=\frac{1}{2} \sum_{s=2}^{\infty} \alpha_{s}^{2}\left\|\widehat{\psi}_{s}\right\|_{(-1,1)}^{2} .
\end{align*}
$$

Using density of $H_{0}^{1}(K)$ in $L^{2}(K)$ and (5.18), we get

$$
\begin{equation*}
\|w\|_{K}^{2}=\sup _{v \in V_{K}} \frac{(w, v)^{2}}{\|v\|^{2}} \lesssim \sup _{v \in V_{K}} \frac{(w, v)^{2}}{\sum_{s=2}^{\infty} \alpha_{s}^{2}\left\|\psi_{s}\right\|_{K}^{2}} . \tag{5.20}
\end{equation*}
$$

Since $\psi_{s} \perp P_{s-3}(K)$ and $w \in P_{p}(K)$ and since $w \perp \psi_{s}, s=2, \ldots, p$ according to (4.2), we can see that it is possible to take supremum in (5.20) over $v \in V_{K, p+1}$ only, where

$$
\begin{equation*}
V_{K, p+1}=\operatorname{span}\left\{\psi_{p+1}, \psi_{p+2}\right\} \subset V_{K} . \tag{5.21}
\end{equation*}
$$

From this follows

$$
\begin{align*}
\frac{h_{K}^{2}}{p^{2}}\|w\|_{K}^{2} & \lesssim \sup _{v \in V_{K, p+1}} \frac{(w, v)^{2}}{\alpha_{p+1}^{2}\left\|\psi_{p+1}\right\|_{K}^{2}+\alpha_{p+2}^{2}\left\|\psi_{p+2}\right\|_{K}^{2}} \frac{h_{K}^{2}}{p^{2}}  \tag{5.22}\\
& =\sup _{v \in V_{K, p+1}} \frac{(w, v)^{2}}{\left\|v^{\prime}\right\|^{2}} \frac{h_{K}^{2}}{p^{2}} \frac{\left\|v^{\prime}\right\|^{2}}{\alpha_{p+1}^{2}\left\|\psi_{p+1}\right\|_{K}^{2}+\alpha_{p+2}^{2}\left\|\psi_{p+2}\right\|_{K}^{2}} .
\end{align*}
$$

According to Lemma 5.2,

$$
\begin{align*}
\sup _{v \in V_{K, p+1}} \frac{(w, v)}{\left\|v^{\prime}\right\|}= & \sup _{v \in V_{K, p+1}} \frac{\left(f+\sigma_{h}^{\prime}-b u_{h}^{\prime}-c u_{h}, v\right)}{\left\|v^{\prime}\right\|}  \tag{5.23}\\
\leqslant & \sup _{v \in V_{K, p+1}} \frac{\left(f-b u_{h}^{\prime}-c u_{h}, v\right)-\left(u_{h}^{\prime}, v^{\prime}\right)}{\left\|v^{\prime}\right\|} \\
& +\sup _{v \in V_{K, p+1}} \frac{\left(u_{h}^{\prime}-\sigma_{h}, v^{\prime}\right)}{\left\|v^{\prime}\right\|} \\
\leqslant & \operatorname{Err}_{\omega_{K},}\left(u_{h}\right)+\left\|u_{h}^{\prime}-\sigma_{h}\right\|_{K} \lesssim p^{1 / 2} \operatorname{Err}_{\omega_{K}}\left(u_{h}\right) .
\end{align*}
$$

Then it is sufficient to prove that

$$
\begin{equation*}
h_{K}^{2}\left\|v^{\prime}\right\|_{K}^{2} \lesssim p^{2}\left(\alpha_{p+1}^{2}\left\|\psi_{p+1}\right\|_{K}^{2}+\alpha_{p+2}^{2}\left\|\psi_{p+2}\right\|_{K}^{2}\right) \quad \forall v \in V_{K, p+1} \tag{5.24}
\end{equation*}
$$

to finish the proof. We can show (3.18) in the same way as in the proof of Lemma 3.3. Since $\psi_{s}^{\prime}$ are othogonal, see Lemma 3.1, we get with the aid of (3.18)

$$
\begin{align*}
h_{K}^{2}\left\|v^{\prime}\right\|_{K}^{2} & =h_{K}^{2}\left(\alpha_{p+1}^{2}\left\|\psi_{p+1}^{\prime}\right\|_{K}^{2}+\alpha_{p+2}^{2}\left\|\psi_{p+2}^{\prime}\right\|_{K}^{2}\right)  \tag{5.25}\\
= & h_{K}^{2}\left(\alpha_{p+1}^{2} \frac{2(2 p+3)(2 p-1)}{h_{K}^{2}}\left\|\psi_{p+1}\right\|_{K}^{2}\right. \\
& \left.\quad+\alpha_{p+2}^{2} \frac{2(2 p+5)(2 p+1)}{h_{K}^{2}}\left\|\psi_{p+2}\right\|_{K}^{2}\right) \\
& \lesssim p^{2}\left(\alpha_{p+1}^{2}\left\|\psi_{p+1}\right\|_{K}^{2}+\alpha_{p+2}^{2}\left\|\psi_{p+2}\right\|_{K}^{2}\right) .
\end{align*}
$$

We summarize the results from Lemma 5.2 and Lemma 5.3 in the following theorem.

Theorem 5.1. Let $d=1, f \in V_{h}, u_{h} \in V_{h}$, and let $\sigma_{h}$ be the reconstruction obtained from $u_{h}$ by (4.1). Then

$$
\begin{align*}
& \eta_{R, K} \lesssim p^{1 / 2} \operatorname{Err}_{\omega_{K}}\left(u_{h}\right)  \tag{5.26}\\
& \eta_{F, K} \lesssim p^{1 / 2} \operatorname{Err}_{\omega_{K}}\left(u_{h}\right) .
\end{align*}
$$

Global efficiency estimate is a direct consequence of Theorem 5.1 and (5.4).
Theorem 5.2. Let $d=1, f \in V_{h}, u_{h} \in V_{h}$, and let $\sigma_{h}$ be the reconstruction obtained from $u_{h}$ by (4.1). Then

$$
\begin{equation*}
\sum_{K}\left(\eta_{R, K}+\eta_{F, K}\right)^{2} \lesssim p \operatorname{Err}\left(u_{h}\right)^{2} \tag{5.27}
\end{equation*}
$$

## 6. Numerical experiments

The aim of this section is to show the reliability, robustness and efficiency of the estimate from Theorem 4.1 for $d=1$.

The computation of the individual a posteriori error estimators can be made directly according to (4.9) or (4.11). On the other hand, the computation of the error measures $\operatorname{Err}\left(u_{h}\right)$ or $\operatorname{Err}_{\omega_{K}}\left(u_{h}\right)$ is difficult even if the exact solution is known, since these error measures are defined as suprema over infinite dimensional spaces. We approximate these error measures by computing these suprema over space $V_{h}^{+} \subset V$ that is richer than the original FEM space $V_{h}$, but still finite dimensional. We use four times denser mesh than $V_{h}$ and polynomial degree $p+2$ instead of $p$ for the construction of $V_{h}^{+}$. We construct spaces $V_{h, M}^{+} \subset V_{M}$ as subspaces of $V_{h}^{+}$containing functions with supports restricted to $M \subset \bar{\Omega}$. We compute the approximation of the Riesz representative of residual $z \in V_{h}^{+}$satisfying

$$
\begin{equation*}
\left(z, v_{h}\right)=\left(f-b \cdot \nabla u_{h}-c u_{h}, v_{h}\right)-\left(\nabla u_{h}, \nabla v_{h}\right) \quad \forall v_{h} \in V_{h}^{+} . \tag{6.1}
\end{equation*}
$$

Then $\operatorname{Err}\left(u_{h}\right) \approx \operatorname{Err}_{h}^{+}\left(u_{h}\right)=\|\nabla z\|$. The localized versions $\operatorname{Err}_{M}\left(u_{h}\right)$ are approximated analogically with the aid of $V_{h, M}^{+}$instead of $V_{h}^{+}$.

Let us denote approximate effectivity index

$$
\begin{equation*}
\mathrm{Eff}=\frac{\eta}{\operatorname{Err}_{h}^{+}\left(u_{h}\right)} \tag{6.2}
\end{equation*}
$$

and its local counterparts for element $K$

$$
\begin{equation*}
\operatorname{Eff}_{R, K}=\frac{\eta_{R, K}}{\operatorname{Err}_{h, \omega_{K}}^{+}\left(u_{h}\right)}, \quad \operatorname{Eff}_{F, K}=\frac{\eta_{F, K}}{\operatorname{Err}_{h, \omega_{K}}^{+}\left(u_{h}\right)} . \tag{6.3}
\end{equation*}
$$

6.1. Problem settings. We restrict ourselves to $d=1$ and $\Omega=(0,1)$. We assume two problems: purely elliptical problem (PEP), where $b, c=0$, and convection-diffusion-reaction problem (CDRP), where $b=2$ and $c=1$. We set the right-hand side $f=\pi^{2} \sin (\pi x)$ for PEP and $f=1$ for CDRP.
6.2. Global $h$-performance. We test the error estimate (4.10) with respect to the mesh refinement. The polynomial degree is set as $p=3$. We assume a sequence of successively refined equidistant meshes started with $h=1 / 10$ and halved in each step.

We can see from Table 1 that the effectivity indices are tending to one for decreasing $h$.

|  | PEP |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / h$ | $\operatorname{Err}_{h}^{+}\left(u_{h}\right)$ | $\eta$ | $\operatorname{Eff}$ | $\operatorname{Err}_{h}^{+}\left(u_{h}\right)$ | CDRP <br> $\eta$ | Eff |
| 10 | $2.1672-4$ | $2.6869-4$ | 1.24 | $1.7478-5$ | $2.9540-5$ | 1.69 |
| 20 | $2.7111-5$ | $3.0187-5$ | 1.11 | $2.1903-6$ | $3.1610-3$ | 1.44 |
| 40 | $3.3896-7$ | $3.5760-6$ | 1.06 | $2.7397-7$ | $3.4520-7$ | 1.26 |
| 80 | $4.2372-7$ | $4.3520-7$ | 1.03 | $3.4251-8$ | $3.9150-8$ | 1.14 |
| 160 | $5.2966-8$ | $5.3678-8$ | 1.01 | $4.2816-9$ | $4.6046-9$ | 1.08 |
| 320 | $6.6214-9$ | $6.6650-9$ | 1.01 | $5.3521-10$ | $5.5598-10$ | 1.04 |

Table 1. Global $h$-performance for PEP and CDRP, $p=3$.
6.3. Global $p$-performance. We test the error estimate (4.10) with respect to the changing polynomial degree $p$. We assume equidistant mesh with $h=1 / 10$ and $p=1, \ldots, 7$.

We can observe from Table 2 that two regimes for odd and even polynomial degrees appear. For both regimes the efficiency indices very mildly (sublinearly) increase with increasing $p$.

|  | PEP |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | $\operatorname{Err}_{h}^{+}\left(u_{h}\right)$ | $\eta$ | $\operatorname{Eff}$ | $\operatorname{Err}_{h}^{+}\left(u_{h}\right)$ | CDRP <br> $\eta$ | Eff |
| 1 | $2.0113-1$ | $2.4015-1$ | 1.19 | $3.0604-2$ | $4.9461-2$ | 1.62 |
| 2 | $8.1594-3$ | $1.4489-2$ | 1.78 | $8.3845-4$ | $1.4924-3$ | 1.78 |
| 3 | $2.1669-4$ | $2.6883-4$ | 1.24 | $1.7478-5$ | $2.9540-5$ | 1.69 |
| 4 | $4.2891-6$ | $9.6339-6$ | 2.25 | $2.6469-7$ | $5.9576-7$ | 2.25 |
| 5 | $6.7722-8$ | $8.7754-8$ | 1.30 | $3.2125-9$ | $5.9543-9$ | 1.85 |
| 6 | $8.8966-10$ | $2.3607-9$ | 2.65 | $3.2419-11$ | $8.6252-11$ | 2.66 |
| 7 | $9.9930-12$ | $1.3472-11$ | 1.35 | $3.4397-13$ | $5.6761-13$ | 1.65 |

Table 2. Global $p$-performance for PEP and CDRP, $h=1 / 10$.
6.4. Local efficiency, $h$-performance. We test the robustness of efficiency estimates (5.26) with respect to decreasing $h$. The polynomial degree is set as $p=3$. We assume a sequence of successively refined equidistant meshes started with $h=1 / 10$ and halved in each step. For each mesh we take element $K=[0.4,0.4+h]$ and we investigate local efficiency on this element.

We can see that the efficiency indices in Table 3 and Table 4 are uniformly bounded for decreasing $h$.

| $1 / h$ | $\mathrm{Err}_{h, \omega_{K}}^{+}\left(u_{h}\right)$ | $\eta_{R, K}$ | $\operatorname{Eff}_{R, K}$ | $\eta_{F, K}$ | $\operatorname{Eff}_{F, K}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | $1.6053-4$ | $6.3399-6$ | 0.04 | $9.3672-5$ | 0.58 |
| 20 | $1.4327-5$ | $3.4539-7$ | 0.02 | $8.2921-6$ | 0.58 |
| 40 | $1.2611-6$ | $1.7357-8$ | 0.01 | $7.2852-7$ | 0.58 |
| 80 | $1.1099-7$ | $8.1726-10$ | 0.01 | $6.4090-8$ | 0.58 |
| 160 | $9.7842-9$ | $3.7263-11$ | 0.00 | $5.6491-9$ | 0.58 |
| 320 | $8.6359-10$ | $1.6483-12$ | 0.00 | $4.9857-10$ | 0.58 |

Table 3. Local $h$-performance for PEP, $p=3, K=[0.4,0.4+h]$.

| $1 / h$ | $\operatorname{Err}_{h, \omega_{K}}^{+}\left(u_{h}\right)$ | $\eta_{R, K}$ | $\operatorname{Eff}_{R, K}$ | $\eta_{F, K}$ | $\operatorname{Eff}_{F, K}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | $5.8645-6$ | $9.6390-7$ | 0.16 | $3.3251-6$ | 0.57 |
| 20 | $4.7421-7$ | $3.9647-8$ | 0.08 | $2.7252-7$ | 0.58 |
| 40 | $4.0379-8$ | $1.6952-9$ | 0.04 | $2.3286-8$ | 0.58 |
| 80 | $3.5096-9$ | $7.3741-11$ | 0.02 | $2.0257-9$ | 0.58 |
| 160 | $3.0776-10$ | $3.2330-12$ | 0.01 | $1.7767-10$ | 0.58 |
| 320 | $2.7096-11$ | $1.4142-13$ | 0.01 | $1.5645-11$ | 0.58 |

Table 4. Local $h$-performance for CDRP, $p=3, K=[0.4,0.4+h]$.
6.5. Local efficiency, $p$-performance. We test the robustness of efficiency estimates (5.26) with respect to the changing polynomial degree $p$. We assume equidistant mesh with $h=1 / 10$ and $p=1, \ldots, 7$. Similarly as in the previous tests, we take $K=[0.4,0.5]$ and we investigate local efficiency on this element.

We can observe again in Table 5 and Table 6 two regimes for odd and even polynomial degrees, where the dominating estimator is $\eta_{F, K}$ for odd degrees and $\eta_{R, K}$ for even degrees. The efficiency indices stagnates or very mildly (sublinearly) increase with increasing $p$.

| $p$ | $\operatorname{Err}_{h, \omega_{K}}^{+}\left(u_{h}\right)$ | $\eta_{R, K}$ | $\operatorname{Eff}_{R, K}$ | $\eta_{F, K}$ | $\operatorname{Eff}_{F, K}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1.4891-1$ | $4.5229-3$ | 0.03 | $8.7188-2$ | 0.59 |
| 2 | $1.8492-3$ | $1.6367-3$ | 0.89 | $3.7698-4$ | 0.20 |
| 3 | $1.6053-4$ | $6.3399-6$ | 0.04 | $9.3672-5$ | 0.58 |
| 4 | $9.6990-7$ | $1.0032-6$ | 1.03 | $2.3560-7$ | 0.24 |
| 5 | $5.0174-8$ | $2.4500-9$ | 0.05 | $2.9248-8$ | 0.58 |
| 6 | $2.0106-10$ | $2.3903-10$ | 1.19 | $5.2231-11$ | 0.26 |
| 7 | $7.4029-12$ | $4.2582-13$ | 0.06 | $4.3191-12$ | 0.58 |

Table 5. Local $p$-performance for PEP, $h=1 / 10, K=[0.4,0.5]$.

| $p$ | $\operatorname{Err}_{h, \omega_{K}}^{+}\left(u_{h}\right)$ | $\eta_{R, K}$ | $\operatorname{Eff}_{R, K}$ | $\eta_{F, K}$ | $\operatorname{Eff}_{F, K}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1.1293-2$ | $1.6445-3$ | 0.15 | $6.4324-3$ | 0.57 |
| 2 | $2.7437-4$ | $2.6495-4$ | 0.97 | $1.5933-5$ | 0.06 |
| 3 | $5.8645-6$ | $9.6390-7$ | 0.16 | $3.3251-6$ | 0.57 |
| 4 | $8.8444-8$ | $1.0897-7$ | 1.23 | $5.3687-9$ | 0.06 |
| 5 | $1.0742-9$ | $2.0228-10$ | 0.19 | $6.0930-10$ | 0.57 |
| 6 | $1.0838-11$ | $1.5873-11$ | 1.46 | $6.8052-13$ | 0.06 |
| 7 | $1.1321-13$ | $2.4244-14$ | 0.21 | $5.4811-14$ | 0.48 |

Table 6. Local $p$-performance for CDRP, $h=1 / 10, K=[0.4,0.5]$.

## 7. Conclusion

We derived a posteriori upper bound for not necessarily self-adjoint elliptic problems based on the cheap direct evaluation. We showed that this reconstruction is efficient up to $p^{1 / 2}$ for one-dimensional problems, where $p$ is the underlying polynomial degree given by the finite element approximation. The robustness with respect to the mesh-size $h$ and to the polynomial degree $p$ was verified by numerical experiments.

Since the majority of the techniques applied in the efficiency proofs in this paper are extendable to multi-dimensional problems, the author hopes that the proof of the efficiency up to $p^{1 / 2}$ of this direct reconstruction for multi-dimensional problems will be possible in the future.
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