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Summary

Image registration is one of the key tasks for biomedical imaging al-
gorithms, the other being preprocessing, reconstruction, segmentation
and classification. The input to image registration is two or more im-
ages and the goal is to find a geometrical transformation relating coor-
dinates of corresponding locations in input images, The input can be
also 3D volumes, sequences of 2D images, or sequences of 3D volumes;
the images can be scalar or multichannel.

In biomedical imaging, image registration is often represented as
a minimization problem. We specify a region of interest, an image
similarity criterion such as a sum of squared differences or a mutual
information, the class of allowable transformations such as rigid, affine,
B-splines or unconstrained, and the regularization criterion such as the
norm of the derivatives. The minimum of the criterion can be found
by iterative multidimensional minimization such as gradient descent,
Levenberg-Marquardt, or BFGS, and methods based on discrete label-
ing, such as GraphCut or message passing. The speed and robustness
can be improved by multiresolution.

The applications of images registration include deformation and mo-
tion compensation and analysis, multi-subject analysis, image sequence
analysis, fusing information from several images, change detection, mo-
tion modeling, elastography, 3D reconstruction from 2D slices or pro-
jections.

Sometimes all image pixels need not be considered. Images of linear
branching structures such as blood vessels or nerve fibers can be advan-
tageously registered by first matching the geometrical graphs. Other
images can be registered through their segmentations. The uncertainty
of image registration results can be determined be bootstrap resam-
pling.

We will conclude with a few thoughts about biomedical imaging
research in general and at CTU, and its future.
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Souhrn

Registrace obraz̊u je jedńım za základńıch problémů řešených v oblasti
zpracováńı biomedićınských obraz̊u; ostatńımi jsou předzpracováńı, re-
konstrukce, segmentace a klasifikace. Vstup do registračńıho algoritmu
jsou dva nebo v́ıce obrazy a ćılem je naj́ıt geometrickou transformaci
mezi souřadnicemi odpov́ıdaj́ıćıch si bod̊u ve vstupńıch obrazech. Vstu-
pem mohou být i 3D obrázky nebo sekvence a může být i v́ıcekanálový.

V biomedićınském zobrazováńı je registrace často reprezentována
jako minimalizačńı problém. Zvoĺıme kritérium podobnosti obraz̊u jako
je součet čtverc̊u rozd́ıl̊u nebo vzájemná informace. Zvoĺıme tř́ıdu trans-
formaćı, např. euklidovské nebo reprezentovatelné B-spliny. Regulari-
zace může penalizovat vysoké hodnoty derivaćı. Minimum kritéria je
nalezeno iterativńımi algoritmy jako je gradientńı sestup, BFGS, nebo
Levenberg-Marquardt, nebo algoritmy pro diskrétńı značkováńı jako
je GraphCut nebo message passing. Robustnost může být vylepšena
zpracováńım ve v́ıce měř́ıtćıch.

Aplikace registrace zahrnuj́ı kompenzaci a analýzu deformace a po-
hybu, analýzu v́ıce subjekt̊u, analýzu obrazových sekvenćı, fúzi několika
obraz̊u, detekci změn, elastografii nebo 3D rekonstrukci.

Někdy neńı potřeba zpracovávat všechny pixely. Obrázky
s lineárńımi, graf̊um podobnými strukturami, jako jsou tepny a ž́ıly
nebo nervová vlákna, lze zaregistrovat tak, že nejdř́ıve najdeme kore-
spondence mezi těmito strukturami. Jiné obrázky mohou být zaregis-
trovány ze svých segmentaćı. Nejistota registrace může být odhadnuta
metodou bootstrap.

Práci uzavřeme několika úvahami o výzkumu v oblasti bio-
medićınského zobrazováńı na ČVUT a jeho budoucnosti.
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Chapter 1

Introduction

The first part of the biomedical imaging chain is an acquisition device
such as microscopy, MRI, CT or ultrasound, that converts physical
properties of the subject or object being examined into multidimen-
sional and often multichannel data. have become a standard part of
both clinical and research procedures in medicine as well as in biology.
The resolution keeps increasing and the dimensionality has changed
from 2D to 3D and even to 4D, considering time. In many cases, hu-
man expert analysis of the data is impractical due to the amount of data
to be analyzed. Hence, there is a strong need for automatic methods.

We will briefly review the main tasks for biomedical imaging al-
gorithms in Chapter 2, before approaching our main subject, image
registration, in Chapter 3. I have chosen to use for illustration my own
work or the work of my students and collaborators, whenever possible.

The role of biomedical imaging algorithms is to process the data
coming from the acquisition device to obtain the human-viewable im-
age data, and to analyze it further to extract useful measurements or
features, which should lead to a diagnostic decision in medicine or a hy-
pothesis being proven in biology.

Biomedical imaging algorithms use many techniques from numer-
ical mathematics, computer vision, machine learning and related dis-
ciplines. However, many of these methods need to be adapted to the
particularities of the task or the imaging modalities such as high di-
mensionality, nonlinear deformations, appearance differences, lack of
suitable feature points, lack of training data etc.
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Chapter 2

Biomedical Imaging Algorithms

The most important tasks for biomedical imaging algorithms are pre-
processing, reconstruction, segmentation, classification, and registra-
tion (addressed in Chapter 3).

2.1 Reconstruction
Some acquisition techniques produce raw data, which needs to be pro-
cessed in order to obtain an image. An example is computed tomog-
raphy, where an image is reconstructed from projections using filtered
backprojection or other algorithms. In magnetic resonance imaging, an
image is reconstructed by taking a Fourier transform of the acquired k-
space data. Parallel MRI uses N coils with varying spatial sensitivity
to increase the acquisition speed N times. Our reconstruction method
PROBER uses B-splines [33] to achieve better signal to noise ratio
than standard methods SENSE and GRAPPA. Another example is the
spatio-temporal reconstruction of neuronal activity from the measure-
ment of the electric potential and magnetic field on the head surface
using EEG and MEG, respectively, where we have contributed an ac-
curate forward model using a boundary element method [29, 30, 32].

2.2 Segmentation
The task of the segmentation is to divide the image into spatially co-
herent regions (classes) according to given properties or corresponding
to the objects of interest. The local image properties are described
using a feature vector, yielding class probabilities using a learned prob-
ability model. Spatial coherence can be imposed e.g. by formulating
the segmentation as a discrete labeling problem. In Figure 1a we see
the segmentation of red blood cells and detection of malaria para-
sites [35]; in Figure 1b there are Langerhans islets to be segmented
and counted [40]. Figure 1c shows the segmentation results by our
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fast-level set method [37], based on quantizing the level set function
and discrete evaluation of curvature.

Localization is a special type of segmentation, where we know that
a specific object is present and are interested to determine its precise
position. We have developed a method to localize a thin needle in 3D
ultrasound volume using line filtering, classification, and RANSAC [2],
Figure 1d.

2.3 Classification
While segmentation divides an image into regions, classification assigns
each of the regions, or the whole image into one of a set of classes which
may correspond to, for example, different tissue types or different di-
agnoses. The decision is often binary, e.g. healthy versus diseased.
Standard classification methods from machine learning such as SVM
or random forest are used, the challenge is in designing the numeri-
cal features describing the image properties in the region being classi-
fied. However, it has been shown recently,that if a sufficient amount of
training data is available, the features can be determined automatically
using e.g. deep learning [24].

As an example, consider the task of detecting lung nodules, related
to lung cancer, from 3D CT volumes [38], Figure 1e. We first quickly
detect a number of candidate seed points using blob detection, then
segment the neighborhood of each candidate using region growing and
calculate a large number of shape and appearance features. Finally,
an AdaBoost classifier is employed to prune the non-nodules from the
candidate list.

Currently, we work on detecting multiple myeloma from femur CT
images (Figure 1e), which is often manifested by higher intensity infil-
trations. First, spatially dependent model of healthy tissue intensity is
built from a set of data of healthy subjects after registering them onto
a common reference. The model is used to detect possible infiltration
regions. In the last step, information about all possible infiltrations
within a femur are aggregated to arrive at a per-subject decision.
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Chapter 3

Image Registration

Image registration finds a coordinate transformation between corre-
sponding points in two given images. Image registration is applied to
images of the same subject taken in different times, by different modal-
ities, under different conditions, as well as images of the same region
in different subjects. The goal can be to compare or fuse information
from these images, as well as obtaining quantitative and qualitative
information from the deformation itself. We will take about some of
the applications in Chapter 4.

Due to the lack of space, our treatment of the topic here is neces-
sarily going to be incomplete. I will therefore concentrate on the main
ideas, giving examples from my own work and the work of my collab-
orators. There is a vast literature on registration, an interested reader
is invited to read for example the surveys [18, 23, 22].

3.1 Registration as minimization
Given two images f(x) and g(y), image registration finds a coordinate
transformation y = T (x) between corresponding points in both images.
Most registration algorithms can be described as minimizing a sum
of a data criterion JD and a regularity criterion R with respect to
a geometrical transformation T from some class T .

The so-called moving image g is deformed by the transformation T ,
yielding the deformed image g′ = g◦T , with g′(x) = g

(
T (x)

)
. The data

criterion JD measures how similar the images g′ and f are for a given
T and can be often expressed as JD = J(f, g′), leading to a standard
formulation of the image registration as a minimization problem

T ∗ = arg min
T∈T

E(T ) with E(T ) = J(f, g ◦ T ) +R(T ) (3.1)

It is often useful to assume that the images are real functions of a real
argument f, g : Rn → Rd. However, in practice digital images are
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(a) (b) (c)

Islets of infiltrationIslets of infiltration Normal findingNormal finding

(d) (e) (f)

Figure 1: Biomedical imaging tasks: finding red blood cells and parasites
within them (a), counting Langerhans islets (b), 3D segmentation of a verte-
bra from CT using fast level sets (c), localization of needle in a 3D ultrasound
(d), detection of lung nodules from CT (e, true positives in red), detection
of myeloma in femurs (f).

both discretized and quantized and the continuous version needed for
the deformation is obtained by interpolation. Moreover, images are
typically only defined in a bounded region of interest Ω, which requires
to define boundary conditions for arguments (coordinates) outside Ω.

3.2 Deformation function
We shall describe the transformations (or deformation functions) T ∈
T by a model parameterized by a finite-dimensional vector θ ∈ RN .
One of the simplest examples of transformations (deformation func-
tions) is a 2D rigid transformation, consisting of a rotation and shift

T (x) =
[

cosφ sinφ
− sinφ cosφ

]
x +

[
tx
ty

]
(3.2)

described by a parameter vector θ =
(
φ, tx, ty

)
. This transformation

is non-linear in φ and is an example of global transformations. Other
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transformations are expressed as a linear combination of basis functions
ϕi : Rn → Rd with coefficients given by the parameter vector θ:

T (x) =
N∑
i=1

θiϕi(x) (3.3)

Specifically, we have had good results in representing the transfor-
mation using B-splines [17, 28, 27]

T (x) =
∑

k

ckβm(x/h− k) (3.4)

with βm being a tensor product of B-splines of order m

βm(x) =
n∏
j=1

βm(xj/hj − kj) (3.5)

The B-splines are defined recursively as βn+1 = βn ∗ β0, with β0 being
the Haar function, β0(x) =

q
|x| < 1

2
y
. The B-splines are piece-wise

polynomial functions of degree n, for example the most often used
cubic B-spline is defined as

β3(x) =


2/3− (1− |x|/2)x2 if 0 < |x| ≤ 1
(2− |x|)3/6 if 1 < |x| < 2
0 otherwise

(3.6)

The B-spline representation has a number of advantages: (i) good
approximation properties, for β3 the error decreases as O(h4); (ii) short
support leading to fast algorithms; (iii) can represent polynomials up to
degree 3; (iv) coarse to fine transition is exact for integer scale factors.

When additional penalization of unsmooth deformations is needed,
we add a regularization criterion R, for example the Duchon semi-norm
‖·‖DM

[25, 26], which is defined as a sum of the `2 norms of all possible
partial derivatives of T of order M , e.g. for M = 2, n = 2, d = 1:

‖f‖2D2
=
∫
R2

(
∂2f

∂x2
1

)2

+ 2
(

∂2f

∂x1∂x2

)2

+
(
∂2f

∂x2
2

)2

dx1dx2 (3.7)

Regularization is essential when the deformation T is represented in
a non-parametric and local manner, i.e. using the displacement values
at the pixels. This is typical for the optical-flow methods [11, 4] which
minimize a criterion such as

ECLG(w) =
∫

Ωc

wT
(
Kρ ∗

(
∇3ξ∇3ξ

T
))

w + α‖∇w‖2 dxdy
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where K• represents a Gaussian kernel, ξ = Kσ ∗ [f ; g] is a smoothed
version of the images f , g considered as a time sequence and w =
[T (x)− x; 1]T represents the deformation field.

In [39], we represent the deformation by a small number of scat-
tered control points xi, which are triangulated and the regularization
penalizes relative control point displacements x̃i = T (xi)− xi

R = γ
1
2
∑

(i,j)∈E

ωij‖x̃i − x̃j‖2 (3.8)

with weights ωij set to approximate the behavior of a thin mem-
brane [20]

ωij = λ
‖ri − rj‖2

8A
(
3 cot2 α+ 1

2
)

(3.9)

where λ is the Lamé’s first parameter, A is the triangle area and α is
the angle oposite to the edge ij.

3.3 Data criterion
In computer vision, it is often possible to identify feature points (land-
marks) in both images and find correspondence between them [15]. The
data criterion can then be based on the distance between corresponding
landmarks zj in both images

JD(T ) =
∑
j

‖zfj − T (zgj )‖
2 (3.10)

In medical imaging, this occurs mostly if the landmarks are determined
manually. Instead, similarity criteria are used that compare all pixels in
both images. An iconic example is the sum of squares (SSD) criterion,
here in its discrete form

JSSD(f, g) =
∑
i∈Ω

‖f(i)− g(i)‖2 (3.11)

which is fast to calculate and corresponds to the ML estimate in case
of Gaussian noise. Correlation and normalized correlation are also of-
ten used. For multimodal registration, the most often used criteria is
mutual information (MI) [16] and derived measures, with the negative
MI defined for quantized and discretized images as

JMI(f, g) = −
∑
k,l

pk,l log pk,l
pkpl

(3.12)
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with pk =
∑
l pk,l and pl =

∑
k pk,l, where pk,l is a probability that for

random i ∈ Ω we have f(i) = k and g(i) = l. The mutual information
can be also written as a difference of entropies:

JMI(f, g) = H(f, g)−H(f)−H(g) (3.13)

Standard MI assumes that the joint pdf pk,l is the same everywhere.
If this is not true, we suggest to augment the criterion by using a seg-
mentation L [9] to obtain organ-focused MI

JOFMI(f, L, g) = H(f, g, L)−H(f, L)−H(g) (3.14)

which improves the results for example for contrast enhanced images.
In another work, we have shown that the MI can be applied on the

segmented images which leads to improvement of speed and robustness
but almost no loss of registration accuracy [39].

Going in the other direction, we might wish to apply MI to vector
images, for example to apply it to color images, or to feature vectors
capturing local image properties and thus increasing the specificity of
the matching. Unfortunately, standard histogram estimator or ker-
nel density estimator perform poorly in higher dimensions e.g. due to
binning. We have therefore used a little known Kozachenko-Leonenko
nearest neighbor (NN) distance based entropy estimator which is more
suitable for high dimensional data

H(U) = d

n

∑
ui

log ρui + log (n− 1)πd/2

Γ(1 + d/2) + γe (3.15)

where U is a random variable on Rd with samples ui, %ui
is the dis-

tance from ui to its nearest neighbor. We have succesfully used the
MI criterion calculated using (3.15) and a feature vector consisting
of pixels from a small neighborhood to register colour colposcopy im-
ages [5]. As the computational bottleneck is the all-NN search, we have
developed a specialized approximative k-d tree-based all-NN search al-
gorithm with several improvements, tailored to this problem [6], which
outperformed other approaches available.

3.4 Optimization
If the transformation T is represented by a finite-dimensional param-
eter vector θ ∈ RN , the registration criterion (3.1) can be minimized
by standard iterative multidimensional optimization techniques. We
have succesfully used the Marquardt-Levenberg-like modification of the
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Newton’s method [28]

−
(
∇2E(θ) + λI

)
∆θ = ∇θE(θ) (3.16)

where ∆θ = θ(t) − θ(t−1) is the increment of θ in successive iterations.
Thich works best for low N . For higher N , it is better to avoid the com-
putational cost of evaluating the second derivatives by using the conju-
gated gradient method, the L-BFGS method, or even the derivative-less
NEWUOA method [5]. As most time is spent far from the optimum,
a simple gradient descent [27]

∆θ = −λ∇θE(θ) (3.17)

with automatic control of the step size λ is often the fastest method.
Further acceleration can be obtained by using only a random subset of
the pixels [14].

We have obtained a fast algorithm by considering only small regions
around the class boundaries [39] and representing the data criterion as
a sum of contributions Di from small patches around control points xi

JD =
∑
xi

Di

(
T (xi)− xi︸ ︷︷ ︸

x̃i

)
(3.18)

The sum of the patch-based data criterion (3.18) and the control
point regularization (3.8) is optimized by allowing only quantized (in-
teger) displacements T (xi). This leads to a discrete labeling problem,
which can be solved efficiently using min-convolution and message pass-
ing [13], which sends messages

µti→j(x̃j) = min
x̃i

(ωij
2 ‖x̃i − x̃j‖2 +Di(x̃i) +

∑
s6=j

µt−1
s→i(x̃i)

)
(3.19)

between neighboring nodes until convergence. Then the estimated dis-
placement is extracted as y∗j = arg minx̃j

(
Dj(x̃j) +

∑
i µ

t
i→j(x̃j)

)
.

There are a few special registration methods, where the optimal
transformation parameters can be determined in a closed form, a typical
example is a Fourier method based on a comparison of phases.

For the optical-flow, when T is represented by individual pixel dis-
placement, the variational criterion is optimized by solving linearized
Euler-Langrange equations by successive over-relaxation (SOR).

The speed and robustness of all optimization methods can be im-
proved by a coarse to fine multiresolution strategy.
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Chapter 4

Image Registration Applications

Let us mention several applications of image registration I have de-
veloped in the past. The first is deformation compensation for EPI
MRI [28], Figure 2a. Local magnetic field inhomogeneities cause sig-
nificant geometrical distortion in EPI images, which need to be undone
for example to accurately localize functional centers identified by fMRI
for surgical treatment of epilepsy. The deformation is compensated by
registering EPI to anatomical images using B-spline transformation.

The same algorithm can be used to align 3D CT data (Figure 2b).
Applying the B-spline method to the registration of sequences from
ultrasound examination of the heart [31] (Figure 2c) required extend-
ing the model (3.4) by the temporal dimension. The temporal basis
functions are linear combinations of B-splines, chosen according to our
a priori knowledge of the transformation field, namely that the motion
is periodic and the displacement is zero at t = 0. A similar 3D+time
technique was used to register preoperative 3D CT time sequences of
the lungs [3, 7] in order to build a low dimensional model of the breath-
ing motion, This permits to estimate the tumor position based on the
respiration or cone-beam data taken during acquisition (Figure 2d).

Ultrasound hand-held elastography aims to recover the elastic prop-
erties of tissue by solving the inverse problem from the estimated tissue
movement due to a probe pressure [34], Figure 2e. Image registration is
a crucial component of the pipeline as the motion needs to be precisely
estimated, in this case from the RF (raw) signal. We chose an appli-
cation specific dense representation of the deformation (axial scaling
factor and lateral shift) with regularization, optimized using quadratic
programming with problem-specific constraints (e.g. zero displacement
at the probe boundary).

The motion compensation of colposcopy sequence images [5] was
challenging because of the color changes during the sequence (Fig-

15



(a) (b) (c)

(d) (e) (f)

Figure 2: Image registration examples: Deformation corrected MRI EPI
image with edges from the anatomical MRI image overlaid (a). One slice of
two 3D CT volumes shown overlaid in green and red before after registration
(a), yellow corresponds to perfect overlap (b). Heart motion estimation from
ultrasound sequence registration (c). Breathing motion model for radiation
therapy, estimated dose (d). Estimated axial strain from ultrasound elas-
tography on a phantom (f). Colposcopy sequence — reference and moving
images superimposed using a checkerboard patte ern (e).

(a) (b) (c)

Figure 3: Reconstructed cells in 3D from a sequence of transmission electron
microscopy images (a). One brain histological section (b) and the resulting
3D reconstruction (c).
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ure 2f). This required the use of a high dimensional Mutual information
criterion, as explained in Section 3.3. Dual compartment model param-
eters are then fitted in each pixel of the motion compensated sequence
and classified using SVM to detect abnormalities.

The task of registering histological slices [1] (Figure 3) required de-
formations to be modeled separately, as the transformations are not
likely to be correlated. Due to the high number of images to be reg-
istered, it would not be feasible to optimize all transformations simul-
taneously anyway. We consider triples of images fi−1, fi, fi+1 and for
each triple we simultaneously optimize the four transformations Ti−1,i,
Ti,i−1, Ti,i+1, and Ti+1,i, while enforcing their consistency. Successive
triples of images from the sequence are iteratively registered forward
and backward until convergence. This algorithm is available in Fiji 1.

1http://fiji.sc/wiki/index.php/Register_Virtual_Stack_Slices
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Chapter 5

Extensions and current work

5.1 Error estimation
Most image registration algorithms return just a single, deterministic
answer, a point-wise estimate of the unknown geometric transforma-
tion. However, in practice there is always some associated uncertainty,
the registration accuracy is limited. Knowing this uncertainty is useful
to determine whether and to what extent the registration results can
be trusted and whether the input data is suitable. We have developed
a method of estimating the registration result uncertainty, which does
not need the ground truth [36].

Bootstrap resampling [12] (Figure 4) is a computational technique
for assessing the accuracy of a parametric estimator in small sample sit-
uations, based on randomly selecting samples with replacement from
the original dataset of the same size. In our case, the boostrap con-
structs a multiset S from the set of all pixels of interest Ω, which yields
a bootstrap version of the data criterion JD, which is then optimized
to find the bootstrap result T (b). The statistics of the bootstrap run re-
sults approximates the unknown statistics of the true results T ∗ across
realizations. Later on we have extended the same approach to optical
flow [4].

5.2 Geometric graph matching
Blood vessels, nerve fibers or pulmonary airways are examples of biolog-
ical structures that can be represented as geometrical graphs with nodes
corresponding to branching points and edges corresponding to curves
connecting the branching points (Figure 5). We suggest to register im-
ages containing such graphs by first matching the graphs and then inter-
polating and extrapolating the deformation field everywhere [10]. This
has the potential of being much faster than standard pixel-based im-
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age registration techniques (Chapter 3), being applicable to very large
images and tolerate very different image appearances. We consider the
case where a good initial guess of the transformation is not available
and at the same time there is important non-linear transformation be-
tween the two graphs, which makes the problem very challenging and
prevents existing methods such iterative closest points [41], Coherent
Point Drift [44] or spectral graph matching [43].

In the first, coarse matching phase, the branching points are
matched. We use a Gaussian process model of the deformation field.
Given a set of corresponding coordinates of already matched points
in both graphs, and a query point in one graph, we can calculate the
expected location and uncertainty region of the matching point in the
other graph (the ellipses in Figure 6) and thus prune many possible
matches. In the simplest case, the matching proceeds in a greedy man-
ner, adding matching point pairs using a simple heuristics as long as
possible, with backtracking (Figure 6).

A significant speed-up can be obtained by replacing the heuristics
with active test search, which guides the search by estimating the prob-
ability of a current partial match to be part of the optimal solution. The
probability is estimated from a number of features, such as the residual
error and the number of inliers. The probability model is learned from
training data. Active learning had a significantly lower computational
cost than the alternatives tested (Figure 7a).

The coarse matching can also be formulated as a single player game.
In each step, the player can add one pair of matching edges (or so-
called superedges, in order to allow for missing nodes) as long as they
are consistent with the current partial match. The player’s objective
is to maximize the weighted sum of the length of matched edges and
the number of matched vertices. The game is solved by a search al-
gorithm inspired by the Upper Confidence Bound on Trees (UCT), a
variant of the Monte Carlo Tree Search (MCTS) [45]. The algorithm
balances between exploration of the search space (of partial matches)
and exploitation (improving) the best solutions found so far. In each
iteration, an expandable search space node ν with the highest urgency
Q̃ν is selected by a greedy top-down search, with

Q̃ν = Q+
ν

Qnorm
+ γ

√
2 logn
nν

. (5.1)

where Q+
ν is our estimate of the best criterion value obtainable by

expanding node ν. The node is expanded, Q+ values updated and the
process is repeated until the computational budget is exhausted.
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(a) (b) (c)

Figure 4: Reference image (a), true registration error (b) and bootstrap
estimation of the registration error (c), with red meaning low uncertainty
and green corresponding to high uncertainty. (Best viewed in color.)

(a) (b) (c)
Figure 5: Geometric graph matching results. (a) and (b) are the original im-
ages or structures, with extracted graphs. (c) is the obtained alignment. Top
row shows 2D images of vessels in human retina, bottom row are 3D images
of axons and blood vessels in brain tissue from the two-photon microscopy.

Once the branching points are matched, the edges between them are
matched using fine alignment (Figure 7bc) based on solving the assign-
ment problem between the edge points using the Hungarian algorithm,
using the geometric residual error as a matching quality criterion.

5.3 Segmentation and registration
For many image registration tasks, there is not enough information to
determine correspondence of all individual pixels and it is therefore
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Original Graphs Initialization it#2 it#6

it#11 it#15 it#20 convergence

Figure 6: Coarse alignment steps of the graph matching algorithm between
the red and blue graphs. The correspondences found are in green, the black
ellipses denote uncertainty regions. Best viewed in color.

(a) (b) (c)

Figure 7: Comparison of computation cost for graph matching (a). Detail of
the graphs before (b) and after (c) fine registration, with the two graphs in
red and blue, and the green lines connecting corresponding points.

a waste of computational effort to use all pixels. Often, we are able
to match only edges and the transformation elsewhere is interpolated.
Hence, we suggest that the images are first segmented into a small
number of classes and then the registration is performed considering
only a sparse set of rectangular windows on the boundary between
classes [39]. The unique feature of our approach is that segmentation
and registration is solved jointly, by minimizing a common criterion,
a negative mutual information on labels JMI(f, g◦T ) from (3.12) where
this time pk,l is the probability of observing classes k,l in corresponding
pixels of the soft segmentations f = ΨfF , g = ΨgG, and F ,G are the
original images.

For the segmentation of both images, we use a softmax regres-
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method time mean err. median err. success
rate

bUnwarpJ 401 64 50 50%
Elastix 515 54 45 67%
OpenCV+Elastix 764 23 12 88%
ASSAR 130 36 17 91%

Table 5.1: Comparison of registration methods. We show the execution time
in seconds, the mean and median registration error in pixels, and percentage
of successful runs.

(a) (b) (c)

(d) (e) (f)

Figure 8: Histology slices of human prostate stained with H&E (a) and
PSAP (b), superpixels (c), the segmentation and the triangulated mesh (d),
overlaid images before (e) and after (f) registration.
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sion [42], in this case linear:

fk(i) =
exp
(
aTk ui

)∑L
l=1 exp

(
aTl ui

) (5.2)

Softmax converts local image features ui into probabilities fk(i) for
each class k. For further speedup, the classification is performed on
SLIC superpixels [19]. The image specific coefficients ak are found
using L-BFGS.

The registration is performed by representing the deformation by
a sparse set of control points and optimizing their displacement using
message passing as described in Section 3.4. Registration and segmen-
tation are iteratively updated until convergence and multiresolution is
also used to improve speed and robustness.

The transformation T is then evaluated everywhere using bilinear
interpolation or the Clough-Tocher scheme [21], if more smoothness is
required.

Figure 8 shows the results for differently stained nearby histological
slices of human prostate of about 2000 × 2000 pixels. Our results on
a dataset of 34 histology images with manually identified landmarks
(Table 5.1) show that our method has the highest success rate among
all tested methods and it is also the fastest.

We are currently working on approximating the criterion by sam-
pling the moving image only on a short straight line perpendicular to
the boundary, which decreases the registration time by another order
of magnitude.
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Chapter 6

Conclusions and challenges

Image registration is a necessary part of most image analysis methods
that analyze more than one image at a time. It is needed for many
tasks, such as motion compensation, deformation compensation, image
fusion, motion analysis, time evolution analysis, change detection, com-
parison between subjects, atlas creation and use, and many others. It
is a mature filed of research with many thousands of publications. This
is even more true for the whole field of biomedical imaging, which has
a number of very prestigious scientific journals (such as IEEE Trans-
actions on Medical Imaging or Medical Image Analysis) and a number
of good conferences (MICCAI, ISBI, IPMI). Most computer vision and
image processing conferences (CVPR, ICCV, ECCV, ICIP) now also
accept papers about biomedical image processing.

Despite the number of available methods, image registration is by
far not a solved problem. There is no single registration method that
would work for all data and new methods are constantly being devel-
oped, aiming to improve the speed, robustness or accuracy of existing
methods. Of particular interest are methods capable of processing very
large number of images automatically, without human intervention.

The task of image registration is easy to understand intuitively but
there are many variants of possible mathematical formulations that the
researcher needs to select from when faced with the task of registering
a given type of image data. Most of these formulations lead to com-
plicated high-dimensional non-linear problems, for which increasingly
more sophisticated algorithms are developed.

We have not approached the issue of image registration validation,
which is notoriously difficult, because creating ground truth data is very
labor-intensive. This is slowly starting to change, with several datasets
suitable for image registration algorithm evaluation now available.

The main purpose of this work was to give the reader an idea about
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the task of image registration, the purpose, the problems and the meth-
ods employed. We have also talked briefly about other important tasks
in biomedical image processing.

The secondary purpose was to present, at least partially, my own
contribution to the area. A lot of this work was done by my PhD
students and postdocs at CTU Prague, or in collaboration with my
colleagues from EPFL Lausanne, UPM Madrid, INSA Lyon, University
of Heidelberg and others.

6.1 Perspectives and education
I see a great future and opportunity in biomedical image processing.
As the population ages, the need for medical care and thus medical
imaging will increase. In biology, large throughput methods produce
images in quantities which are impossible to analyze manually. Funding
agencies such as the National Institute of Health in the U.S.A. devote
a large part of their budget to biomedical imaging.

Many good universities now have a master-level programme related
to biomedical imaging. A number of top universities (such as Johns
Hopkins University or University College London) also have PhD-level
programmes. So far, CTU lags in this aspect, even behind other Czech
Universities, such as VUT or Masaryk University in Brno. At CTU,
there is very little research done in the area of biomedical imaging and
biomedical image analysis and there is no possibility for students to
learn the related techniques. Improving this situation is a worthy long
term goal. I am willing to help fulfilling this goal as far as my humble
forces allow.

6.2 Future activities
I do not expect my research direction to change dramatically. I will
continue to focus on developing methods and algorithms for biomedi-
cal imaging. I will be actively looking for funding and collaborations
especially with our clients and data providers, clinicians and biologists.
The size of my team should increase but not at the expense of quality.

As far as teaching is concerned, in the future I would like to teach
a course on advanced algorithms for biomedical image processing and
analysis. Combined with already existing courses such as Optimization,
Image Processing, Machine Learning, or Medical Imaging Devices, this
should give our master students a suitable background knowledge for
a future research in the industry or PhD studies in this field.
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