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Summary:

The processes in th&S (Intelligent Transport Systems) architecture are defined by
chaining system components through the informatioks. The chains of functions
(processes) are mapped in physical subsystems dulesoand information flows between
functions specify the communication links betweehsystems or modules. The functions'
grouping taking into account the market availapitif modules/applications yields into
definition of ITS market packages.

If time, performance or other constrains are assigto different functions and
information links, the result of the analysis ipnesented by table of different, sometimes
even contradictory system requirements assigneddh physical subsystem (module) and
physical communication links between subsystems.

Referring to ITS architecture and ITS market paelsaghe mathematical tool of
modelling ITS systems and subsystems is introdudédthematical tool covers the
estimation of performance parameters, dynamical @nadkentification, fuzzy-linguistic
approximation, classification and modelling of kugrale systems by complex-multi-
models, methods of data reduction, fusion and coisa

With help of mathematical tools the appropriate¢emmunication environment can
be statically/dynamically selected or switched,adedn be pre-processed and reduced in
on-board unit, etc. and the ITS technical designtsaoptimized.

The ITS designer must also take into account tlem@mical aspects. Naturally, ITS
effectiveness definition is an essential issueetioee there is a strong focus placed on it.
On that account internationally reputable methogyplof cost-benefit evaluation (CBA) is
chosen and connected with the effectiveness detnés well, so the effectiveness values
are represented by e.g. Net present value, Inteatebf return, Pay-off period, etc.

On the negative impact side (cost side) is thic@dare quite simple. It is given by
knowledge of investment and operating costs of atrath ITS applications and by existing
of no obstructions involved in their enumeratiom tBe benefit side is the situation much
more complicated because benefits have to be esqatés their natural units first and ex-
post transformed into a monetary form in the seciag.

Accommodation of both these evaluation views issfiids to achieve using so called
fuzzy-linguistic approximation, which is an apprbgmroposed for the calculating of fuzzy
values coming from the fuzzy variables defined -our case from the qualitative and
socio-economic indicators. It is presumed that @atabn procedure is done separately for
cost and benefits. Separate models for costs amefiteeoriginate that way and represent
basic input into the final effectiveness calculat{defined by CBA indicators).



Souhrn:

Procesy v ramci architektury inteligentnich dopiliatansystém (ITS) jsou definovany
jako fetézeni systémovych prik prostednictvim informanich vazeb.Retszce funkci
(procest) jsou mapovany na fyzické subsystéemy a modulyfarmmecni toky mezi nimi
definuji komunik&ni prostedi mezi fyzickymi subsystémy nebo moduly. Shlukoxé
dil¢ich funkci dle dostupnosti prodika sluzeb na trhu vede na definici tzv. koénérh
ITS baltku.

K jednotlivym funkcim a procésn ¢i informatnim vazbam je nutno figadit
systémové (perforndai) parametry. Vysledkem této analyzy je seznafasto
protichidnych poZadawk na navrhovany ITS systém. Systémové parametry jsou
z&kladnim poZadavkem pro navrh fyzickych madaukomunikénich vazeb.

Na zaklad vzniklé ITS architektury a kom&mich baléki je mozno ITS systém &
modelovat. Popsané matematické metody umjpandhadovat systémové (perforind
parametry, modelovat dynamické vlastnosti systégeinv identifikace modelu systému,
fuzzy-lingvistické aproximace v ffpact pouhych expertnich znalosti, klasifikace
modelovani rozsahlych systémpomoci komplexnich praédodobnostnich multi-modil
a v neposledmiadk i redukce, porovnavasi fuze dat.

Pomoci vySe uvedenych matematickych nastimg provadt statickouci dynamickou
volbu telekomunik&niho prostedi, gedzpracovavat a redukovat data v palubnich
jednotkach, atd. a optimalizovat tak navrh celéh® $ystemu.

Pfi navrhu ITS systému je nutno téZz zohlednit ekorobsni aspekty. #rozere je
definice &innosti ITS systéemu zakladnim parametrem. S ohledsan vzdjemnou
mezinarodni porovnatelnost ITS systébyla zvolena CBA (Cost-Benefit Analyze) jako
zakladni metoda stanovenriinosti ITS Wetre svychcasti NPV (Net Present Value), IRR
(Internal Rate of Return), atd.

Na stra® nakladi je metodika porrné jednoducha, nebo dochazi ke &tani
investinich a provoznich ndkladTS aplikaci, které I1ze odhadnout. Na sgrg@hinosi je
situace sloz#jSi, nebd prinosy musi byt odhadovany ve svych jednotkach evéepoté
pievedeny na finami hodnoty.

Modelovani pinosi a naklad ITS systémd je mozno provait pomoci fuzzy-
lingvistické aproximace se zahrnutim jak kvantiaich, tak i kvalitativnich indikatdr
Metodika vyuziva expertni znalosti, které jsou &vltvoreny pro nakladové arimosove
indikatory. Jejich modely jsou zékladem pro vi)bITS Einnosti.
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1. Introduction

Intelligent Transport Systems (ITS) are concerndith Whe use of new information,
sensor and communication technologies to suppartsport services and applications
across all modes. The development of ITS, in aaurd with ERTICO and the European
Commission view, provides an opportunity to appliyanced technology to systems and
methods of transport for efficient, comfortable asafer highways, railways, inland
waterways, airports, ports and linkages betweesetdédferent types of transport.

Based on a wide vision of ITS deployment throughButope, the Trans-European
Network for Transport (TEN-T) aims at establishirgppropriate interconnection,
interoperability and accessibility between servibesgh on long-distance routes and in
conurbation areas, providing an important step &dan implementation

The start period of ITS is characterized by strongestments for research and
equipment in the road domain by private and pudditors. It was in this period that the 3
biggest ITS organizations were created: ITS-AmerieRTICO-ITS Europe and ITS-
Japan.

Then came the experimental development period cteaized by a major concern on
interoperability of systems, which led public autties to promote the definition of
common architecture for ITS systems. In Europe egdn with the EC (European
Commission) programme “Advanced Road Transport mates” with Euro-regional
cross-border projects in order to test inter-opiéitpbof road traffic management and
information systems. In the railway domain, EC lehed the ERTMS project (European
Rail Traffic Management System) to improve effeetiess and inter-operability of
signalling systems. In parallel, experimentatiohs-dicketing and e-payment for public
transport and Electronic Toll Collection (ETC) sysis for toll motorway were conducted.

The following period of development for market amdension of ITS to all transport
modes is characterized by two main preoccupationg&urope as in the USA or Japan:
safety and sustainability.

The main problem of ITS deployment still remaing tesign methodology and
effectiveness assessment of ITS projects. Chaptpregents the design methodology
covering ITS architecture and performance evalunatiogether with example of ITS
applications cluster. The result of ITS designtaeespecified ITS market packages being
basic brick-boxes of ITS system. Chapter 3 intreduecnathematical tools for the
appropriate telecommunication environment selectdata pre-processing and reduction
and for the ITS technical optimization. Chapterrésents assessment and evaluation of
ITS effectiveness. Chapter 5 summarizes the colcied chapter 6 the references.



2. ITS design methodology

2.1 ITS architecture

The ITS architecture reflects several differentwgef the examined system and can be
divided into:

» Reference architecture defines the main terminators of ITS system (tleéerence
architecture yields to definition of boundary bedne TS system and environment of ITS
system),

» Functional architecture defines the structure and hierarchy of ITS fiomg (the functional
architecture yields to the definition of functioityalof whole ITS system),

» Information architecture defines information links between functions dadninators (the
goal of information architecture is to provide ttehesion between different functions),

» Physical architecture- defines the physical subsystems and modules [fthgsical
architecture could be adopted according to the wvsguirements, e.g. legislative rules,
organisation structure, etc.),

* Communication architecture defines the telecommunication links betweensptal devices
(correctly selected communication architectureroises telecommunication tools),

» Organisation architecture specifies competencies of single managemenisegearrectly
selected organisation architecture optimises manage and competencies at all
management levels).

The instrument for creating ITS architecture is gmecess analysis shown on Fig.1.
The processes are defined by chaining system coamp®ithrough the information links.
The system component carries the implicit systenction (F1, F2, F3, G1, G2, G3, etc.).
The terminator (e.g. driver, consignee, emergeratyicle) is often the initiator and also
the terminator of the selected process.

The chains of functions (processes) are mappedhgriqal subsystems or modules
(first process is defined with help of functions, FR and F3 on Fig.1, second process is
defined by chaining the functions G1, G2 and G3) #me information flows between
functions that specifies the communication link$ween subsystems or modules. If the
time, performance, etc. constrains are assignéddfeyent functions and information links,
the result of the presented analysis is the tabldifterent, often contradictory, system
requirements assigned to each physical subsysteardule) and physical communication
link between subsystems.

From the viewpoint of the construction of the stddcsubsystem it is possible to
consider a single universal subsystem fulfilling tinost exacting system parameters, the
creation of several subsystem classes accordiagét of system parameters, creation of a
modular subsystem where the addition of anotheruteodntails the increase of system
parameters, etc.
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The same principle may be applied while designirg ttelecommunication
environment between selected subsystems (unifiid tzand frequency for all transport
telematic applications, combination of individuahrismission systems, combination of
fixed and radio networks, etc.). In analogy witle ubsystem design, the design of the
telecommunication environment may be divided irteesal classes or, as the case may be,
the transmission environment may be designed inoduhar way when higher system
parameters on the information transmission may Okiesed by adding additional
modules.

Similar situation applies to the other part of I$%tem, or between ITS systems of
different transport modes, e.g. road and railwangport. It is necessary to consider
whether each transport mode has to have the selegbsystem alone available or whether
there is an opportunity for sharing such subsystetes

ITS architecture covers following makro-functiod$8] 19]:

. Provide Electronic Payment Facilitigsll collection system based on GNSS/CN, DSRE.) et

. Provide Safety and Emergency Facilifiesiergency call, navigation of rescue services) et

. Manage Traffitraffic control, maintenance management, etc.)

. Manage Public Transport Operatidastive preferences of public transport, etc.)

. Provide Advanced Driver Assistance Systéoas navigation services, etc.)

. Provide Traveller Journey Assistar{personal navigation services, etc.)

. Provide Support for Law Enforcemdgpeed limit monitoring, etc.)

0 N o o | W N

. Manage Freight and Fleet Operati¢itset management, monitoring of dangerous goetts)




9. Provide Archivelocation-based information, etc.)

The physical ITS architecture is shown on Fig.2.
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Fig. 2 ITS physical architecture

2.2 Performance parameters

First step in addressing the ITS architecture mequents should be the analysis and
establishment of performance parameters in telesaipplications, in co-operation with
the end-users or with organisations like Railwaystharity, Road and Motorways
Directorates, etc.

The methodology for the definition and measurenwnfollowing individual system
parameters is being developed in frame of the FESitecture:

« Safety- risk analysis, risk classification, risk toleilitlp matrix, etc.

» Reliability - the ability to perform required function undéven conditions for a given
time interval.



* Availability - the ability to perform required function at thatialisation of the
intended operation.

* Integrity - the ability to provide timely and valid alertsthe user when a system must
not be used for the intended operation.

e Continuity - the ability to perform required function withouton-scheduled
interruption during the intended operation.

» Accuracy- the degree of conformance between a platformis parameter and its
estimated value, etc.

Substantial part of the system parameters anab/sepresented by a decomposition of
system parameters into individual sub-systemsetdlematic chain. Part of the analysis is
the establishment of requirements on individuakfioms and information linkage so that
the whole telematic chain should comply with the\abdefined system parameters.

The completed decomposition of system parametdiemnable the development of a
methodology for a follow-up analysis of telematlams according to the various criteria
(optimisation of the information transfer betweemmabile unit and processing centre,
maximum use of the existing information and telecamication infrastructure, etc.).

Mobility of the communication solution representef the crucial properties namely
in context of frequently very specific demand onaitbility and security of the
communication solution.

Data transmission capacity can represent due tgilpeshigh density of moving
objects and limited wireless capacities criticateyn requirements, which can be resolved
either by application of broadcasting regime dfaddistribution or by selective reduced
data distribution with individual variable frequgnavhere distance between objects
represents simple but effective criteria for suatadlow control.

Following communications performance parameters ntijiya telecommunication
service quality:

* Availability — (i) Service Activation Time, (ii) Mean Time toeBtore (MTTR), (iii)
Mean Time Between Failure (MTBF) and (iv) VC awgdility,

« Delay- is an accumulative parameter effected by (iriaices rates, (ii) frame size,
and (iii) load / congestion of all in line activedes (switches).

« Packet/Frames Lossd

e Security

Performance indicators described for communicatiomgplications must be
transformed into telematic performance indicatoteucture, and vice versa. Such
transformation allows system synthesis. Final adgitimpact of the vector of
communications performance indicators on the veatdelematic performance indicators
expressed by transformation matrix (see [9] - [X&h be identified under condition that
probability levels of all indicators are set on g#ne level and performance all indicators
are expressed exclusively by time value.
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Transformation matrix construction is dependent the detailed communication
solution and its integration into telematic systeRrobability of each phenomena
appearance in context of other processes is nplyeealuated in the introductory period.
Each telematic element is consequently in seveegssevaluated based on the detailed
analysis of the particular telematic and commurocat configuration and its appearance
probability in context of the whole system perfomoa. This approach represents
subsequent iterative process managed with goaachrstage where all minor indicators
(relations) are eliminated and the major indicatars identified under condition that
relevant telematic performance indicators are ketbtin given tolerance range.

In [13] resented method is designed as broadlyoasilple with clear aim to be applied
in the widest possible range of telematic applaratiThis method can be also successfully
used for identification of criteria used to deciaehich alternative access technology is
evaluated as the best.

2.3 Example of ITS clusters

Transport telematics architecture displays the ngement of subsystems and
functional blocks, including information relationgh according to the defined point of
view. The task also covers the selection of represee telematics applications
("cluster’) that shows identical systems requirements.

Among individual representative applications usBigSS (Global Navigation Satellite
Systems) the following may be included:

e Securing the movement of means of transport ommsport infrastructure (from the
point of view of performance parameters on the GiNSSa question of securing the
accuracy, reliability, availability, integrity, etcin exactly defined points of the
transport infrastructure — the application layshhigmands both on the locator proper
and the information transmission and processintesys the solution should comply
with the “fail-safe” principle; as typical transpdelematics applications we may refer
to railway interlocking technology, monitoring thansport of dangerous goods or
monitoring the movement of means of transport onigyort area,

« Navigation of the means of transport on a transpetwork (from the point of view of
performance parameters it is a matter of coveragje avsignal, time lag at on-line
navigation, requirements on exact working maps h&f éntire geographical area,
requirements on speed of information processind) bota mobile unit and the
processing centre, requirements on the minimisatiothe delay in establishing the
position — TTFF - Time to Fix Face); as typicalnsport telematics applications the
following may be referred to: navigation of safetyd rescue units to the localised
accident place or dynamic or on-line automobileigeiion,

« Monitoring and operating the maintenance of trartspetworks (from the point of
view of performance requirements is particularlymatter of an exact transport
infrastructure information retrieval, interoperdtyilof individual GIS (Geographical
Information Systems) systems of various organigsatidealing with maintenance,
achievement of high statistical accuracy in essablig a position); as typical transport

11



telematic applications the following may be refdrte: mapping the river channel by
means of a measuring ship or measuring the cawmgearameters by means of
special measuring vehicles,

« Monitoring the movement of persons and goods aarssport infrastructure (from the
point of view of performance requirements it is att@r of transmission and central
processing of large amount of information from rgses with various accuracy, fast
identification of individual sub-sets of the objecbf transport, sophisticated
information processing in the centre, for instarthe,“Floating Car Data”); as typical
transport telematic applications the following niseyreferred to: the use of taxi cabs,
public transport passenger vehicles or other ytilghicles equipped with the GNSS
systems for traffic flow modelling or the use ofcéised mobile telephones for
modelling the mobility of persons,

« Transport infrastructure charging according tadtiisation (from the point of view of
performance parameters it is a matter of relighilittegrity and time lag because the
GNSS system is used for the calculation of the arhofithe charge and, furthermore,
the application places demands on the “fail-safiéfigiple in terms of the distance
covered — if there is an uncertainty about coroberging of the driver, the distance
covered is not taken account of); as typical transiglematic application we may give
the electronic charging of the transport infradinee according to vehicle parameters
and distance covered.

As a follow-up to the completed analysis and deawsitipn of performance
parameters to individual subsystems a table mayliiained containing performance
requirements of above mentioned representatives fthe locator proper,
telecommunications environment or the informatioocpssing centre [2, 3].

The next step following the architecture designailuster analysis of individual
requirements on individual subsystems of transg@bematics chain, including the locator,
according to pre-defined criteria. The selectiorciteria makes a substantial part of the
design because if the architecture is to play dagmative and optimisation role it is
necessary to look for stabile optimisation critef@ instance, the selection of the most
exacting criteria of all the representative appiass, weighted average of all the most
exacting criteria, etc. In this part it is necegsé#nat individual transport telematics
applications, their prospective introduction, elbe ,heuristically assessed.

The ITS architecture of transport telematics appilons based on GNSS results in the
concept of space distribution of individual subsyss so that the representative transport
telematics applications satisfies the establisherbpmance parameters, the infrastructure
is utilised as efficient as possible and the inislehmobile unit or the mobile unit on the
object of transportation is able to deal with a ighepectrum of transport telematics
applications (existing and future).

The selection of advantageous variant of architectinfrastructure or the locator
proper is dominated by systems analysis of requaremof individual representatives of
telematics applications.
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The presented methodology was used within theisolatf RaD project supported by
Ministry of Transport of the Czech Republic 802/212 "Involvement of the Czech
Republic into Galileo Project”. The pilot appliGati was chosen with respect to
performance clusters as follows [7, 11, 20]:

» Dangerous goods monitoring based on GNSS
e Monitoring of transport means on airport surfacehBNSS
* Railway interlocking system using GNSS
* Floating car data collection based on GNSS
All above mentioned projects ware practically readi and performance parameters
tested under real conditions.
2.4 ITS market packages

ITS architecture is main basis for the construcebrmarket packages. Each market
package defines a group of subsystems, terminantsdata links (logical and physical)
dedicated to cover functions directly coming forhrede elements. Therefore market
packages focused on the e.g. traffic data collectiata processing, Park&Ride or public
transport services are defined. Basic market packats are as follows:

» Transport management

* Management of integrated and safety systems
» Traffic information

* Public transport

e Commercial vehicles management

» Data management and archiving

« Advanced vehicle safety systems

The relation between ITS architecture, ITS marlatkages and real applications is
shown on Fig.3.

_”

ITS Applications

e
e e

< == [TS Market Packages

ITS Architecture

Fig.3 ITS architecture, ITS market packages anblTé&applications
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From the system sciences point of view functionalgcomposition (or better said
functional re-grouping) of the ITS architecture veame. It is possible to identify (among
others) through the multiple appearance of its el throughout defined market
packages. However, this redundancy produces pbisgito catch complicated synergy
effects, which can occur in particular applicationindisputed advantage is also the
contingency to evaluate ITS application not onkela whole. It represents a way towards
evaluation and comparison of various market packagebinations, which are potentially
suitable to solve problem given.

Within the context of hardware implementation, eawrket package is describable as
a goal-directly defined group of hardware and safewtools. These represent different
technologically-implementation means to ensure migplackage function achievement. In
practice, here can be traffic detectors, on-boanditsu dedicated short-range
communication beans, means of satellite commumoicatinformation systems, digital
maps etc.

3. Mathematical tools for ITS modelling

Presented mathematical tool covers the methodologestimation of performance
parameters, dynamical model identification, fuzingplistic approximation, classification
and modelling of large-scale systems by complextimubdels, methods of data reduction,
fusion and comparison.

With help of mathematical tools the appropriate¢emmunication environment can
be statically/dynamically selected or switched [X&jta can be pre-processed [7, 12] and
reduced in on-board unit [8], etc. and the ITS écdl design can be optimized [2, 4, 19].
3.1 Performance parameters estimation

Let us assume having a normally distributed seh afieasurements of performance
parametergl,,,H,,,....H,, - If the mean value or standard deviation is naivkm we can

estimate both the mean valgg and standard deviatiog, from the measured data as
follows:

Jig(ua,i -7)

Let n be non-negative integerq,3are given real number£0<0(,[3<1) and let
Maz HazieoHans Hay bEN+1 independent identically distributed random vaabl

3||—\

(1)

Tolerance limits L :L(pa'l,uayz,...,ua'n) and U :U(ua'l,ualz,...,ua'n) are defined as
values such that the probability is equaptbat the limits include at least a proportion
(1-a) of the population. It means that such limits L ahdatisfy:

14



AP(L <p,, <U)21-af=p 2

A confidence intervatovers a population parameters with a stated denfe. The
tolerance intervalcovers a fixed proportion of the population witrstated confidence.
Confidence limitsare limits within which we expect a given popuatiparameter, such as
the mean, to lieStatistical tolerance limitsre limits which we expect a stated proportion
of the population to lie.

For purpose of this chapter we will present onlyuits derived under the following
assumptions:

*  HaMaziHaniHay arentl independent normally distributed random variableh
the same meam, and varianceo; (equivalently HazsHazs-sMan Mgy IS random

sample of size+1 from the normal distribution with megm, and varianceo? ).

« The symmetry about the mean or its estimationdgsired.

» The tolerance limits are restricted to the simplerf I, —k [$,and [i, + k [3$,, wherek
is so calledtolerance factor p,and s, are sample mean and sample standard
deviation respectively, given by (1)

Under the above given assumptions condition (2)bearewritten as follows

ol e
o, o,

where ®is the distribution function of the normal distrtton with mean zero and
standard deviation equal to one:
1 5
e? dt 4
il @
The solution of the problem to construct toleraniceitt depend on the level of
knowledge of the normal distribution, i.e. on thevdl of knowledge of meam, and

CD(u) =

standard deviatiors, . The variant otinknown mean value and standard deviai®the

most important in many practical cases but thetgwlus theoretically very difficult. But
fortunately a lot of approximation forms exist béisen which the practical simulation
could be feasible. We start by task description

PP, -k 3, <p,, ST, +kE,]2 @-a)f =B (5)

where the sample mean valpgigand sample standard deviatiepare estimated from
samples according to (2). Howe [15] defines a wample approximation form fdc

k = n_ﬂ'jzg [é—n_l ]2 6
( n o) Xa-p) (n-1) ©

The presented methodology was practically used,iid,[21, 14].
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3.2 Bayesian identification methodology

The modellers are able to provide several relatipsshetween the observed data and
relevant past. A possible model can be given by AREISO) modelling for which the
pdf (probability density function) of parameterizetbdel output and pdf of unknown
parameters is:

p(y(n)| u(n),D(n-1),0)
p(© | u(n), D(n-1))

D(n-1) means data up to time-1 and @ vector of unknown parameters. The
unknown parameters could be eliminated

p(y(n)| u(n),D(n-1))= | p(y(n)| u(n),D(n-1),0)B®©]| u(n),D(N-1))}d® (8)

under the natural condition of control by e.g. Bage methodology [14].

(7)

The best output prediction is expressed in protigtiorm as p(y(n)| u(n),D(n-1)).
Pair of input data sampla(n) and output signal(n) build up the data vector d(n) for
timen:

d(n)=[y(n) u(n)] (9)
Observation of input-output-pair lead to the higtof the system's behaviour
d..n)=[d(0)............, d(n-2),d(n-1)] (10)

and the history including current values is

d[...n] =[d(0)...... d(n -2 d(n)] (11)

The parameter® of the model that describe the system S are unknamah are
supposed to be independent on tmend than we can denote:

a y(n-1)
0= 2 C 6= y(z(;;n ) 12)
b.m u(n-m)

The model of linear time invariant system can barranged as
y(n)=@7¢(n)+e(n) (13)

Assuming the noise as being of normal distributwa,can write a model in terms of
probabilities for the observed output

ply(nje.¢(n))=N(e"d(n).0°) (14)
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where N(u,oz) is normal distribution with the mean valye and standard deviation
0. When expanding the one-dimensional normal distidim to the n-dimensional case,
we get the distribution in time :

N(®,,P,)O ex;{—%(@ PO -20 TPn"l(Bn)j (15)

n'’ n

where © denotes the estimate of paramet@sin time n andP, represents the

covariance matrix of the found parameter estimaastying out the matrix manipulations
in the argument of the Euler function also leads tmart independent @ which we can
combine together with the multiplicative constaninother constant and therefore replace

the equals by a proportional sign. Symhboieans the equality up to the constant.
The probability distributiorp(®|d[...n)) of the parameters for tintecan be recursively

calculated according to Bayes's rule:

pl@|d.n]) 0 ply(n}u(n).@ d.n))p(eld]..n) (16)
where p(®|d[...n])and p(®|d[...n))are described as derived above:

p(@[d..n))= N(®,.P,),
p(@|d...n))=N(®,.P,.) (17)

The resulting solution of the above equations isacordance with thi€alman Filter[6, 14]:
P _ P _ I:)n—l Eb(n)m)T(n) [Pn—l
T ot ()P, B(n)
n-1 (18)

- + P, [©(n) nl=o7(n
0,=0,, o+ (n)P_, () (Y( )-0"( )@n—l)

The presented methodology was practically used,id1, 18].

3.3 Complex probabilistic multi-models for large-sc ale systems
The physical interpretation of complex models Wil demonstrated on the example of two
binary time systems with outputg D{Oj},y2 D{O,l} as illustrated in Fig. 4.

output 1 output 2
system 1 | D o system 2 |
y, ={ 00100,...} y, ={ 10110,...}

Fig.4 Binary outputs of two systems
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Let us define two independent observers markedlaand H2 and suppose that each
observer registers and makes a model for eachrefiffgair of combinatior{sll,yz}. The

first observer, H1, registers (filters) only theirpé0,0}. The second one registers (filters)
only the pairiOJ}. We speak about "filtration" because the obsemwafprocess is
practically decomposed (filtered) into two indepentdobservation processes.

Observers H1 and H2 create two models based ondbsérved piece of information.
Observer H1 can obtain the joint probabilipfyl =0y, =O|H1). Observer H2, on the

other hand, can obtain the joint probabili.‘u(;s/1 =0y, :]jHZ). Let us suppose that due to
the observation error (measurement equipments,uregasnt environment or context) the
observer H1 registers in one time interval occureeof the paif 00} and the observer H2
registers in the same time interval occurrence dfffarent pail{O,]}. This situation can

easily occur because the observers H1 and H2 aeeated and the exclusivity of their
observation is lost. By exclusivity we mean thasetvers must register either the pair
{00} or {01} butin no case both of them.

Because observers H1 and H2 do not mutually consutheir observations, it is
possible that two different pairs could be regeteat the same time. If the number of
common registration is not eligible, the observatresults (joint probability functions)
cannot be calculated according to the well-knowabpbilistic principles shown in Fig.4
(the sum of joint probabilities obtained by obsesviEll and H2 can be even higher than
one). The loss of exclusivity is marked by lettem@aning the context dependability. Then
the bound models of the two observers mentionedveabtan be summarized as
p(y1 =0y, =0, H1|C) and p(y1 =0y, :lH2|C) under the loss of exclusivity condition.

To estimate the probability 1‘unctiop(yl = O) from (non exclusive) observations H1 and
H2 represented by joint probabilitigdy, = 0,y, = 0,H,/C) and p(y, =0,y, =1H,|C), the
phase parametdd, , must be introduced:

py; =0)=ply, = 0.y, = O,H,[C)+ply, =0y, =1H,[C)+

2 Q/p(yl =0y, =0, H1|C) l])(yl =0y, =1, H1|C) E305([31,0) (19)

The phase parametdd;,, models the hidden dependency between (non exelusiv

observation processes H1 and H2. In other words, pinase parameter removes the
overlapping pieces of information caused by decaitjpm (filtering) of the observation
process.

Let the sequence witim output valuesY,,z D{lz,...,m} be represented by a setrof
models P(YZ|Hi),i 0{1,2,..,nfand let the models be changed over with probalsi(ity).

Then, according to well-known Bayes' formula, thelgability of zth output value can be
computed as follows:

P(YZ)ZZP(YZ|Hi)|:P(Hi) - (20)

n
i=1
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Equation (20) holds only if we know both probaielst P(Hi) and the model
componentsP(Yz|Hi),i D{lz,..,n}. Model componenB(Yz|Hi)represent, in our approach,
the partial knowledge of the large-scale system.

In practical situations the number of model compd®ia is finite and is often chosen
as a predefined set of multi-model compond?(téz|Hi,C) where C denotes that the model

component is conditioned on designer decision. Pphababilities P(Hi) mean the
combination factors of the model components. In dase where the real model
componentsP(Yz|Hi) are the same as the designer's md%(éfl;*rHi,C), the equation (20)

is fulfilled. In other cases, the Bayes's formulasinbe changed so that the designer's
decision is omitted (context transition C).

With respect to the inspiration of results achiewedjuantum mechanics by [16] the
Bayes's formula (20) could be rewritten as follows:

P(Y,)= 3" PIY.JH, C)P(H, )+ 205 P, H, CJP(H, ) PV JH, C)P(H, ) . (21)

where coefficientsAY, are normalized statistic deviations that arise doethe
designer's decision-making:

ni_l(P(Hk)[ﬁP(Yz\Hk)— PY.|H,., )+ P(H, ) dP(Y,JH, ) P{¥.]H, .C))

(22)
20/P(Y,JH,. C)rP(H, ) P(Y.JH, .C)rP(H, )

(z
k,L

If the designer's decision is right the coefficisehtf}L drop to zero and equation (21)
converges into equation (20). ParameteX$, define the angles\{, :cos(B(ka). The
parameters)\ﬁf’)L characterize small dependencies (interactionsyvdmt the designer's
models and is significant, e.g. in the quantum raaaal world.

The presented methodology for large-scale systemetimy was published together
with the algorithms in [6, 14].

3.4 The methodology of data reduction

By reducing the feature vector’'s dimensionality thel of truncated SVD is employed.

Let us define the feature matiixcomposed of the available training datg,....,x :

w
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D=| ° (23)

C
Xl

c
_X Nec

whereN  stands for a sample count in class and the individual feature vector

x ORP belongs to one of th& mutually exclusive classes. L&t0R%®"be a matrix of
rank min(Q,D). We suppose that all significant teatvectors are included in the training
feature's matrixXD. The logical sub-sequence of this assumption & the next feature
vector must be written as a linear combinationoo¥g of the feature’s matrik. The SVD
method corrupts the feature’s matbxinto multiplication of matricet), S andV:

D=UISIV (24)

whereU OR??,V ORPPare the unitary matrices ar®i] R%is such a matrix that

the singular values are on the main diagonal @hdomponents apart from the main
diagonal are equal to zero. The mafikas the numericad — rankk if and only if

S 2S,2..28, >02S,,,2....2S, (25)

wheres,, i D{1,2,..,D} are called the singular values of the mabix_et us define the
matrixesS, andS, as follows:

(El Oj (O Oj
Sv = , Sn =
0 0 0 %, (26)

wherex, = diagjq szs() X, = diag(sk+l S ,..,sD)

According to thed-rank matrixD could be split up into more and less important
parts:

D=USV'=USV+US\V' 27)

The reconstruction error using only the more sigaiit singular values can be defined
as follows:

ex=US, V' (28)

The test of error rate is defined for the purpdsenig chapter as the inequality:
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IEIF
IDIF

<e (29)
where matrice§ andD are defined:

E=USV D=USV (30)
The norms of matricels andD are chosen as:
IEIP=t{E'E} =X > EyEy = L EG =tr(VS,'U'US, V') = 3 (s)’
i k i,k i=k+1

(31)
IDIF=2.(s)° (32)
i=1

For predefined reconstruction ermthe matrixD could be approximated as:
D=US V' (33)

Without any loss of generality we can take awaydhmponents that do not actuate on
the matrix multiplication and therefore the equiat{8.16) could be modified as:

D=0ds, v') (34)
whereUis aQxk part of the matrixJ and (S, [V ) DR¥®
Let us mark the row of the matrid corresponding to the feature vectdtby z”. The

reduced feature vectar”’ could be computed from the real feature vectfby the LSE
(least square estimation) method:

z'=x"P

Y , Y
p=ls, v ) ifs, v) s, v
where PORP* is the transformation matrix. The classificatiom modelling

procedure will be applied not to the original featwector x’but to the reduced feature
vector z”.

(35)

3.5 Classification and switching problems

Let us define the classification problem as ancallion of the feature vectord R to
one of theC mutually exclusive classes knowing that the clalss takes the value in
Q ={w,,.........oc} with probabilitiesP(w,),......P(cd. ), respectively, and is a realization

of a random vectorX characterized by a conditional probability densftynction
p(x| oo), wlQ. This allocation means the selection of best dittelecommunication

technology based on knowledgexofector.
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A non-parametric estimate of the-th class conditional density provided by the kérne
method is:

fl| )= 1mDDNZmK(X;X?j (36)

i=1

where K ()l is a kernel function that integrates to ohgis a smoothing parameter for
w-th class, N, stands for sample count in clags andxy’,....xy is the independent
training data.

It is a well-known fact that the choice of a pastar window function is not as
important as the proper selection of smoothing rpatar. We use the Laplace kernel
defined by the following univariate Laplace dengitgction:

1 —_
f(x;u,0) :ﬁ@m{_Qj (37)

wherex JR,u0R,c (0,0 )

The product kerneis used with a vector of smoothing parameters= (h,,......h,,)

for each class. . The product kernel density estimate with Laplkemel is then defined
as

JH PR SR P _‘Xj_xﬁ‘
f(x|a))—N—Z o, exr{ - J (38)

w 71l j=

Smoothing vectorsh are optimized by a pseudo-likelihood cross-valmatmethod
using the Expectation-Maximisation (EM) algorithm.

To rank the features according to their discrimiugpower the standardetween-to
within-class variance ratio is employed. The method is basedhenassumption that
individual features have Gaussian distributionse Téature vectox JR® takes value to
one of C mutually exclusive classe€) ={w,,........ (.}. The probabilistic measure

Qui.] (d,a)i ,a)j) of two class separabilities for the featar¢d-th component of feature
vector) is defined as

Quj.j (d’('ol O ) = (39)
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where o;and o, are classes and symbgl=3. d&notes the real constant specifying
the interval taken into account (probability thaservation of normally distributed random
variable falls in[p—3.0[d5,u+3.0@3] is 0.998). The smaller the value of the measure
Qa4 the better separation of the inspected classeterby the featurd. For Q,;, <1

both classes are completely separable. The me&ssmilar to the widely used Fisher
criterion.

For multi-class problems, the two-class contribngi@re accumulated to geCeclass
separability measure Q(d) for the featdre

Qd)=33Q,,(di.J) 40)

i=1 j=1
i%]

All the features in the training data are thenembraccording to their Q(d) measures.
The function Q(d) is similar to a significance m@asof thed-th component of a feature
vector. The subset af first features is selected as an output of thdividual feature
selection method. The drawback of the method isagsimption of unimodality and the
fact that just linear separability is taken intc@ent. On the other hand, the individual
feature selection method based on the betweenthinaglass variance ratio is very fast.

The presented methodology was practically use@]in [

3.6. Fuzzy-linguistic approximation

Application of the linguistic variable fuzzy setsin the technical branches based on
the two main facts:

e Using fuzzy sets is possible to approximate anytioaoous function (incl. non-
linear).

* Through the fuzzy sets it is possible to formalkr®wledge represented in the
lingual form.

Linguistic variable is such a one where its valaesvocables of any natural language.
Fuzzy-linguistic variable is then defined as anamiged pentad.

LV ={L, T, X, G, M} (41)
where L is name of the variable (e.g. angle, dena
T is the set terms (of linguistic values) e.g. knsanall positive, big positive.

X represents the universum where terms definitemesgiven e.g. for angles —
{0°, 90°}.

G is a syntactic rule for the term generation
M is a semantic rule — level of term conformitythvits meaning.

In the real life, it is not always feasible to hastatements in which is impossible to
assess clearly their truth and also their implarais not completely accurate as well. Due
to this fact so called composition rules are definefuzzy approximation to handle this
problem:
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If R is the fuzzy relation defined on X x Y and #the fuzzy subset of X (fuzzy set
defined on the universum X) then we get the fuzety B defined on the universum Y
(induced by A) as a composition.

B=AoR (42)

Key rule of the composition rules is the inferenoe enabling to build up complicated
dependencies. The condition is expressed in tha @rimplication of two or more fuzzy
statements.

IF <fuzzy statemnt. 2 AND<fuzzy statemnt.2 THEN <fuzzy statemnt. 3
This type of composition rule is also called pradgaule.

The presented methodology was practically usedh [

3.7 Multi-models data fusion

In this chapter methods of multi-models data fusil be addressed in such a way
that the algorithm will enable it to combine infation from a set of dynamical models
describing the same system. The main goal of daderi is using the available partial
models (together with their expected quality) anthbining them in order to find the best
model of the original dynamical system.

We expect that there exists a set of dynamical msoalgserving the same parameters
of different quality. Each model can process meautata and estimate a model of a
partial dynamical system (partial Kalman filtering)

Suppose we have two estimates of the unknown paeamectorp'’ (n),p’ (n)in time

n based on measured dataidiir andj-th sensors. Let us mark the difference between the
real vector parametep(n) and its estimat@' (n),p’ (njs:

B'(n) =pM~p'() (43)
p'(n)=p(Mn)-p'(n)

The evolution model of a vector parameter can lseritged as:
p(n) =A(Mp(h-1)+q(n)

where the noise signgl (ijas the following parameters:
Eam]=0  vala(m]=QM) (45)

Our two sensors observed the same parameter vibcoargh different measurement
models and with different noise conditions. This ba& summarized as follows:

Z'(n) =D'(Mp(n) +w' (n) (46)
z'(n) =D (n)p(n) +w' (n)

(44)

wherew' (n),w!(n) are noise signals drth andj-th sensors with statistical parameters:
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E[Wi (n)] =0 var{wi (n)] =W'(n) (47)
Elw/ (n)]=0 vaw! (n)] = W' (n)
valw (n)yw! (m)] =0

Kalman filtering (dynamical model identification)aw be given for each sensor
(measuring equipment) in tinmebased on the last measurement in t¥leas:

B'(n) =A=' (-1 +H' (n)Tz' (n) - D' (A (n-1)p' (n-1)| (48)
p'(n) = A(N-1) (' (n-1) +H’ (n) Lz’ (n) - D' ()A (1 -1)p’ (n-1)]

whereH' (n),H’ (n)are matrices of Kalman gains.

The difference between the estimated and real petearaectors can be defined:
B' (M =[ -H' (D' )| (- (-1 +[1 -H' (D' ()] @O -~ H' (Y V' (n)
B () =]l -H D' M) AM-D T (-1 + [l -H' M)D’ )] @( -1 - H' () W' (n)
(49)

Joint covariance matrix for differences (real paggam vector versus estimated vector
on the first or second sensor) is defined by resurform:

s'(n) =E[p' mp' ()| =
=1 -H D' )] dA (-1 M -A" (n-1) +Q(n)]di —H! (D’ ()]

(50)
with an initial valueS’ (0) =0.
For the data fusion vectg@’ Gauss-Markov theorem can be used:
~ij _ =|aii -1 (A] ~j
p' = El_p]J"' Sﬁijﬁjsﬁiﬁi (e El_pjb (51)

where vectorp’ is supposed to be the measured parameter vealop'ais its mean
value vector and the mean value vector of the pataniusionp’ . We can write this idea
mathematically:

Ep’|=p  E[p']=p (52)

The multi-model parameter fusion can be described:

B’ (n) =p' (n) +
¥ E[(p ) -p' )P’ M) -p' (n))T]E[(ﬁJ' m-p' )’ -p' M) ]‘1(& () -p'(m)
(53)
where the first mean value can be derived:
Elpm - @) @ -p @ = e oF ®-p' ) |25 ®-5'0)
(54)
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The second mean value is:

Elp @) -p' ) ) -p @) = E[F ) - B o) ) -5 ) |=
=S (n)+S'(nN)-S'(n)-S'(n)"
(55)
The result of a multi-model data fusion can belibgl. The multi-model parameter
fusion is equal to:

B! (n) = ' (n) +(S (M) ~S' (M) S () +S/ (M) ~S' (M) ~S' (M)") (B’ (") =B ()
(56)

where the covariance matrix of the multi-model pagter fusion is equal to:

M) =S () -[S () -9 )]s ) +S'(n) -5 () -5 () [s () -8 ()]
(57)
Equations (56) and (57) represent an algorithmoet ko combine the two parameter
estimates obtained from different sensors. This dasion has a lot of applications in
practice, e.g. multi-sensor radar data fusion, etc.

The presented methodology was practically usedin 14, 18].

3.8 Multi-models data comparison

The data fusion was used to increase the accufa@ctor of the estimated parameters
(maximal incorporation of information known fromnsers). In a lot of applications the
accuracy of the estimate is not as important asrgperformance parameters, such as
integrity, reliability, continuity, etc. In this epter the method of multi-model comparison
will be described in such a way that the significdifferences (on predefined probability
level) between the data measured by different sensil be identified and the user will
be informed about such system behaviour.

Let us suppose that hypothesis means that sensorsndj represent the data of the

same vector of an unknown parameter or that bateae are in order and measure the
same values with regard to the error of sensorsth@mother hand, the hypothedig

means that each of the sensoasidj measures a different vector of parameters orahat
of the sensors is out of order and provides nonecbdata.

Multi-model data comparison as a basic method aisueed data integrity assessment
can be tested with help gf?(N) distribution where N is parameter vector dimenaliby

Based on pre-processed measured data (an estinotdomector of unknown parameters
together with its covariance matrix on each sensetrus define parameter:

d(n) = (p'(n) -/ (kS (n) + 5 (n) -/ (n) ' (n)") *(p' (n) - p' () < &
(58)

where G is known as themeasurement criterisand it is defined based on the
predefined probability leveb (the accepted probability that batlrandj sensors provide
correct information but the error is alerted):
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Pld(n)>G | H,|<5 (59)

A typical value of accepted probability &= 005.

Now we can suppose N sensors data available whergrbbability of right error
detection is marked a®;, and the probability of non-correct error detectas P-; .
Because of the enormous safety and economical impaase of non-correct error alert
the method of filteringM from N" will be presented.

Let us have N sensors and for simplicity let uspsge the same probabilities of
correct By, and non-correct error detectid®, on each sensor. If this assumption is not
fulfilled the method could be easily extended to@e general case.

As mentioned above the hypothesis represents the perfect system behaviour (non
system error, no sensors error) and hypothésisa state with detected error (error of
system or error of sensors).

In the next equation the probability of error détat onk sensors ofN sensorsN-k
sensors do not detect errors) is given in casesttséem does not display any error
(conditioned by hypothesk$, ):

ki) =[ | |7 -po) ©

In same way the probability of error detection bpfkN sensors is given in case the
system is in an error state (conditioned by hypsitté, ):

Akl H] :m P LR &n

The main idea of "M from N" filtering is in seleoti of value M (threshold) defining
the minimum number of sensors that detected elfdvl sensors detect error then this
error is taken as the real system error and themsystarts sending error alert signals. The
threshold M should be selected with respect totalthg probabilities:

R = i(l:j Feo [@_ PRD)N_k (62)
k=M
PD = i(l:] DPIED E(U-_ PFD)N_k

k=M

where P.,P, means probability of #alse alert(an error is detected but the system

works without any errors) and the probability mght detection(the system error is
correctly detected).

The number of detectors N and the threshold M canchlosen based on sensors
parameter®;, P., and required probabilitid3 , P, .

Methods of multi-model data fusion and comparismthe main tools for estimation
of system performance parameters (accuracy, rifigbntegrity, continuity, etc.) and can
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be used for a derivation of an exact definition fafse alert and right detection
probabilities.

The presented methodology was practically used,in4].

4. |TS effectiveness assessment

Nowadays, at the view of intelligent transport systand services expansion there is
the most actual to ask if the ITS implementatiod aperation is beneficial and effective.
With reference to a broad spectrum of traffic peoid and situations, where ITS can help
to sort them out, it is not always a trivial busiseo find the right answer.

In spite of several ITS evaluation methodologigghraaches existing by now, it is not
possible to consider further development of theddfito be finished. This fact comes out
from embarrassments that limit usage of these nmetbgies markedly.

Within an imaginary list of evaluation approachksitt in-homogeneity has played a
key role. It is represented by a different “deptid avidth” of the evaluation procedures,
which directly excludes the project comparison pmkes on both national and European
level. Therefore for the purposes to evaluate “@fie ITS impacts, including socio-
economic and qualitative (e.g. willingness to pay gervice, feeling of safety, etc.), the
fuzzy-linguistic approximation was chosen and ipooated into the evaluation
methodology.

This mathematical mechanism sets up the fuzzyieektwhich can be used for the
system description where relations in between mpahd outputs are not known
accurately. From this point of view, ITS fulfil fhessumption in many cases because e.g.
output/input data values are either not known labrahre known in the short time periods
only.

4.1. ITS effectiveness definition

Naturally, ITS effectiveness definition is an essdnssue therefore there is a strong
focus placed on it. After many discussions and iopirconflicts was decided it is not
useful to come up with the brand new math constbuttto utilize one of well known
approaches focused on the investment's assess@enaccount of that, internationally
reputable methodology of cost-benefit evaluatioBAL was chosen and connected with
the effectiveness definition. Effectiveness valaesrepresented then by:

Net Present Value (NPV):

", CF
NPV = !
; @+r) (63)

where Ckrepresents cash-flow in the time period t, r sdiscount factor.

Internal Rate of Return (IRR):

", CF
0=~
; L+ IRR) (64)
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Profitability Index (NPV/I):

", CE
CR+ :
(PV+CR) _ " gl(lﬂ)t

NPVI =
<R (<R 5
then
g ot
NPyl =2 )

(-CR) (66)

where | represents total of investment costs, PA/psesent value Pay-off Period..

CBA also takes into account the time factor (eviadwmaperiod - through the discount
rate) and thereby an appropriate coverage of &llides associated with the implemental
and operational ITS application phases. Howevels itecessary to point out that CBA
algorithm is not ready for use until all applicationpacts are known.

4.2. ITS Impacts’ assessment and evaluation

Generally, we can say that ITS application benef@gpend on many different aspects
coming from the physical architecture and its iaflaes on the ITS proposals. Following
this fact, benefit indicators were defined to allparticular benefits determination. There
were defined not only deterministic quantitativeligators but also socio-economic and
qualitative ones characterized by explicit levelintertainty.

In natural contrast to ITS application benefito(fr the evaluation point of view) ITS
costs have to be assessed in detail as well. Bpgnto the benefit indicators’ definitions
a set of costs ones was proposed. It is possiimeudgh these indicators, to describe ITS
application costs on an appropriate detail level o create the second part of needed
background for the final evaluation.

On the negative impact side (cost side) is thiscgulare, as compared to benefit
evaluation, quite simple. It is given by knowledgfeinvestment and operating costs of
almost all ITS applications and by existing of néswuctions involved in their
enumeration. On the benefit side is the situatiarchmmore complicated because benefits
have to be expressed in their natural units firgt ex-post transformed into a monetary
form in the second step. Transforming mechanism pvapared for strategic evaluation
(impact values don’t have to be known) and feasyskudy level as well.

Accommodation of both these evaluation views isspide to achieve using fuzzy-
linguistic approximation. Both principles — expeutes definitions above output and input
fuzzy sets (for strategic evaluation) and fuzzys sstimation based on the measured data
(for feasibility study level) — enable finding ohknown function model, as a main input
into the final effectiveness calculations.
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Searched functions are in this case replaced bgrexples which allow to synthesize
number of expert processes and to carry out aaigoestimation of parameters in demand
(defuzzyfication). Suggested technique enablesaduz adding of input and output data
and to put function shape estimation more preciselpis way. This ensures that expert
estimations (expert rules) are tailored to realagion.

In terms of concurrent methodology analysis altéveaapproaches (e.g. Kalman
filters, neural networks etc.) were analysed, bostrof these modern methodologies are
based on existence of measured times series. iartirnodel in demand is given then by
an estimation of model parameters on the measwadlasis. In case of ITS field either
data are not available at all (e.g. for synerge&# covering) or are available in a short
time periods only (e.g. measurement once a yeal)), &herefore substitution of measured
data by fuzzy sets is correct.

Basic principle of ITS application effectivenesgiraation lies in finding of fuzzy-
linguistic approximation of unknown functioref(x) wherey means output parameter and
X represents input parameter vector defined thraliglset of rules (given by ITS experts).
It is presumed (for parameter estimation using Ytrruistic approximation) that
evaluation procedure is done separately for codtlmnefits. Separate models for costs
and benefits originate that way and represent besgat into the final effectiveness
calculations (defined by CBA indicators).

Cost respectively benefit model of ITS applicationview is possible to express
through unknown function=g1(x) respectivelyp=g2(x) wheren resp.p represents total
ITS application costs (benefits) connected withirdef time interval anck means input
values vector (influencing total ITS solution cQsts is feasible to cover by input vector
technical requirements and also other informatelated to the context of solution given
(number of enforcement gantries, area size, nuibehicles inside area, etc.).

Example of fuzzy-linguistic approximation of ITSeftiveness is shown on Fig.5.
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Fig.5. Example of fuzzy-linguistic approximation|diS effectiveness
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In the end of this process initial values of th& limpacts are ready to be used in the
environment of cost-benefit analysis. Here areloedated into the year cash-flows (using
appropriate coefficients) and finally efficiencylwas are determined.

5. Conclusion

Basic objective of the creation of the ITS desigegtimdology is the achievement of the
interoperability between individual ITS applicatignncluding maximum use of available
infrastructure by all ITS applications while keepisystem requirements in individual ITS
applications (technical requirementsafety, reliability, availability, integrity, etc.
transport related requirementsansport comfort, minimisation of external regaents of
the transport related process, maintaining trarspotlicy objectives at national and
European level, economical requireme@BA, effectiveness, etc.).

The result of the ITS design methodology shoula lakesign of individual subsystems
and functional blocks, including the definition thfeir system parameters for OBU (On-
Board Unit), telecommunication environment and pssing centres for all kinds of ITS
applications.

However, in the case of various alternatives of BBU design, transmission
environment or processing centres, the system pessnof individual transport telematic
applications have to be guaranteed. Correctly deadedesign methodology of transport
telematic systems in transport organisations waléha direct impact on the following
factors:

« Efficient building of telecommunication environmetd corporal networks will reduce
their expenditures;

* Considerable reduction of transmitted informatiagh reduce expenditures of
transmission;

» Definition of requirements from the part of orgaatiens will force the existing operators
to offer services with these over-standard requir@s) which will result in reduction of
expenditures when building special telecommunica¢iovironments;

+ Economical convenience of new solutions of transimisinformation will lead to the
increase of demand for new technologies of telecomoation networks particularly in
the field of access networks;

* It will be possible to secure modular developmédnT& in single branches and
organisations using the existing systems.

The above factors have an immense impact on ecomdrbyilding ITS systems. A
correctly conceived design methodology, which sedi advanced information processing
system, also logically leads to the reduction dbnmation collection and transmission
expenditures. The realized pilot projects at CZéebhnical University in Prague proved
the expectations and yielded into assessment afepted design methodology of ITS
systems.
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