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Summary

The human visual system can easily perceive depth in hand-drawn im-
ages thanks to understanding of high-level structure encoded in the
drawing. Such a knowledge is typically hidden to the computer and
thus algorithmic addition of depth becomes a challenging task. In this
talk we present new depth assignment techniques which resolve this
problem by exploiting a set of sparse user-specified constraints that ex-
press pair-wise relationship between selected parts in the scene. Result-
ing depth values are then computed as a solution to an optimization
problem which enforces aforementioned constraints while taking into
account smoothness of the resulting depth field. It is formulated as a
quadratic programming (QP) problem of which solution is computa-
tionally demanding. To allow for incremental workflow we sub-divide
the original QP into a sequence of simpler problems that can be solved
notably faster and thus enable interactive response.
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Souhrn

Pro lidský vizuálńı systém je vńımáńı hloubky v ručńıch kresbách při-
rozené. Hlavńı roli v celém procesu hraje zejména chápáńı geometrické
struktury obrazu založené na zkušenosti z reálného světa. Tato infor-
mace je typicky v paměti poč́ıtače nedostupná, č́ımž se problém algo-
ritmického dodáńı hloubky do ručńı kresby stává mimořádně obt́ıžný.
V této přednášce představ́ıme nové algoritmy, které umožńı problém
efektivně řešit s využit́ım nápovědy dodané uživatelem. Jej́ı podstatou
je ř́ıdká specifikace relativńıch vztah̊u mezi vybranými částmi obrazu
(bod A lež́ı bĺıže k pozorovateli než bod B). Výsledná hloubková mapa
je vypočtena jako řešeńı optimalizačńıho problému, který si klade za
ćıl vyhovět uživatelem specifikovaným vztah̊um a zároveň předpokládá
hladké rozložeńı hloubek v mı́stech, kde p̊uvodńı obraz nebosahuje tva-
rové kontury. Problém je formulován jako úloha kvadratické programo-
váńı (KP), jej́ıž řešeńı je výpočetně náročné. Pro zajǐstěńı interaktivńı
odezvy je p̊uvodńı KP úloha rozdělena do několika jednodušš́ıch pod-
úloh, jejichž řešeńı lze źıskat v podstatně kratš́ım čase.
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1 Introduction

Recovering depth from a single image remains an open problem after
decades of active research. In this talk we focus on a specific variant
of the problem where the input image is hand-crafted line drawing.
As opposed to previous attempts to provide complete 3D reconstruc-
tion either by imposing various geometric assumptions [LS96, VM02,
LFG08] or using sketch-based interfaces to create the 3D model incre-
mentally [IMT99, KH06, NISA07, JC08, GIZ09], we seek for a height
field or a bas-relief-type approximation consistent with the observer’s
perception of depth in the scene. Although such approximation can-
not provide full 3D modelling capabilities it is sufficient for numerous
important tasks that can arise in 2D pipelines. It enables to main-
taining correct visibility and connectivity of individual parts during
interactive 2D shape manipulation [IMH05], deformable image registra-
tion [SDC09a], or fragment composition [SBv05] (see Figure 1.1 top).
In the context of image enhancement it helps to improve perception
of depth [LCD06], generate 3D-like shading [Joh02] and global illu-
mination effects [SKv∗14], or produce stereoscopic imagery [LMY∗13]
(see Figure 1.1 bottom).

(a) (b) (c)

(d) (e) (f) (g) (h)

Figure 1.1: Applications—depth maps generated using our approach
can be utilized to maintain correct visibility in (a) as-rigid-as-possible
shape manipulation, (b) deformable image registration, and (c) frag-
ment composition. They can also help to (d) enhance perception of
depth, (e) interpolate normals with respect to depth discontinuities,
and produce (f) 3D-like shading, (g) stereoscopic images, or (h) global
illumination effects.
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In general it is hard to obtain consistent depth information from
hand-drawn image automatically as geometric and semantic context is
typically hidden and cannot be simply inferred. Nevertheless, a few
user-provided hints can notably simplify the problem. As human ob-
servers typically fail to specify absolute depth values but are much
more accurate in telling whether some part of the object is in front of
another and vice versa [KvDK96, Koe98], we decided to formulate an
optimization problem where these pairwise relations serve as inequality
constrains. The actual depth values are then reconstructed by assum-
ing smoothness except at shape discontinuities indicated by outlines
present in the original hand-drawn image. For applications where a
notion of volume is necessary (e.g., stereo conversion, simulation of
3D-like shading, or globall illumination effects) an additional non-zero
curvature constraint can be added to enforce inflation and topology
changed to allow for a stack of multiple interconnected layers.

1.1 Related work

Reconstruction of depth information from a line drawing is a central
challenge in the field of computer vision [Mal86]. In general, the prob-
lem is highly under-constrained, and additional knowledge is typically
required to obtain reasonable results automatically [CIF∗12]. It be-
comes simpler when the input drawing is clean and satisfy some ba-
sic geometric rules [LS96, VM02, LFG08, WCLT09], however, in case
of cartoon images these rules are typically broken due to inaccuracies
or deliberate stylization, thus manual intervention becomes inevitable.
This makes the process more akin to modeling from scratch than recon-
struction [GIZ09]. The user has to trace curves over the original image
and/or sketch new regions directly with a mouse or a tablet. Then in-
flation [IMT99, OCN04, CON05, OSJ11] enhanced by topological em-
bedding [KH06] or additional control curves [NISA07, JC08, AJC11] is
used to produce final height field or a 3D model. Our approach greatly
simplifies this process. There is no need for contour tracing, tedious
specification of absolute depth values or control curves. From a few
simple annotations, our system automatically infers single height field
or a stack of inflated surfaces that preserve relative depth order and
continuity.
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2 Method

In this chapter we present our novel approach to depth reconstruction
based on a set of sparse depth (in)equalities. We first formulate an
optimization problem and show how to solve it using quadratic pro-
gramming, then we proceed to an approximative solution that allows
interactive feedback.

(a) (b) (c)

Figure 2.1: Depth from sparse inequalities—(a) input image with two
user-specified depth inequalities (green arrows), (b) output depth map
obtained by solving a specific quadratic program, (c) 3D visualization
of the resulting height field.

2.1 Problem formulation

As an input we have an image I for which at pixels p, q ∈ I the user
specified desired depth equalities {p, q} ∈ U= and inequalities {p, q} ∈
U> (see Figure 2.1a). Now the task is to assign depth values to all pixels
so that the user-specified constraints are satisfied while smoothness
is assumed except at locations where the intensity gradient of I is
high (see Figure 2.1b). This can be formulated as an optimization
problem where the aim is to find a minimum of the following energy
function [SSJ∗10]:

minimize:
∑
p∈I

∑
q∈Np

wpq(dp − dq)2 (2.1)

subject to: dp − dq = 0 ∀{p, q} ∈ U=
dp − dq ≥ ε ∀{p, q} ∈ U>

where dp denotes the depth value assigned to a pixel p, Np is a 4-
connected neighborhood of p, and ε is some positive number greater
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than zero (e.g. ε = 1). The weight wpq is set as in [Gra06]:

wpq ∝ exp

(
− 1

σ
(Ip − Iq)2

)
,

where Ip is the image intensity at pixel p, and σ is a mean contrast
of edges. A closer inspection of (2.1) reveals that our problem can be
rewritten as a quadratic program (P):

minimize:
1

2
dTLd (2.2)

subject to: dp − dq = 0 ∀{p, q} ∈ U=
dp − dq ≥ ε ∀{p, q} ∈ U>

where L is a large sparse matrix of size |I|2 representing the so called
Laplace–Beltrami operator [Gra06]. It can be solved directly using,
e.g., using an active set method [GMSW84], however, in practice the
computation can take tens of seconds even for very small images. To
allow instant feedback we propose an approximative solution that yields
similar results with significantly lower computational overhead.

2.2 Interactive approximation

The key idea of our approximative solution is to decompose the problem
into two separate tasks: (1) multi-label segmentation (Figure 2.2a) and
(2) depth assignment (Figure 2.2b). To do so we first treat the user-
specified constraints as an unordered set of labels L. Then we exploit
our interactive multi-label segmentation algorithm tailored to cartoon
images—LazyBrush [SDC09b].

(a) (b) (c) (d)

Figure 2.2: Approximative solution allowing interactive feedback:
(a) multi-label segmentation, (b) topological sorting, (c) intermediate
depth map, (d) boundary conditions for Laplace equation.
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Once regions are separated we can apply depth inequalities U<,
however, now all constraints that fall inside one region are associated
to one node that represents the underlying region. These nodes are then
interconnected by a set of oriented edges representing desired inequal-
ities (see Figure 2.2b). Nodes and edges form an arbitrary oriented
graph for which consistent depth assignment (see Figure 2.2c) exists
if and only if it does not contain oriented loops. The algorithm that
can solve this problem is known as topological sorting [Kah62]. Its key
component is a detection of oriented loops which allows to recognize
whether the newly added constraint is consistent. If not, the segmen-
tation phase can be invoked again to create a new region and update
the depths with another topological sorting step. Since segmentation
and depth assignment steps are independent they can be executed in-
crementally until the desired depth assignment is reached.

When the absolute depths are known, we can reconstruct smooth
depth transitions (see Figure 2.1b) to obtain the same result as provided
by the quadratic program (2.2). To do so we use a simplified version
of (2.1):

minimize:
∑
p∈I

∑
q∈Np

vpq(dp − dq)2 (2.3)

subject to: dp = d̂p ∀p ∈ U◦
where

vpq ∝

{
Ip for d̂p 6= d̂q

1 otherwise,

d̂ denotes depth values from a depth map produced by the topological
sorting, and U◦ is a subset of pixels used in U< or U= (see Figure 2.2d).
We let the user decide whether these constraints will be included in U◦.
The reason we use Ip instead of 0 is that we have to decide whether the
depth discontinuity is real or virtual. Real discontinuities have Ip = 0
but those which are not covered by contours (like upper gaps in Fig-
ure 2.1b) have Ip = 1, i.e., they preserve continuity and therefore pro-
duce smooth depth transitions. The energy (2.3) can be minimized by
solving the Laplace equation

∇2d = 0 (2.4)

with the following boundary conditions (q ∈ Np):

Dirichlet: dp = d̂p ⇐⇒ p ∈ U◦
Neumann: d′pq = 0 ⇐⇒ d̂p 6= d̂q ∧ Ip = 0

for which a fast GPU-based solver exists [JCW09].
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3 Extensions

In this chapter we demonstrate how to extend the original approach
presented in Chapter 2 to handle surface inflation, a stack of multiple
interconnected height fields, and how to estimate relative depth order
automatically.

3.1 Inflation

A key assumption of the method presented in Section 2.1 is that the
resulting height field has nearly zero curvature, i.e., it tends to produce
flat shapes (see Figure 2.1c). However, for applications such simulation
of 3D-like shading or stereo conversion a buckled surface is preferred
as it better conveys the perception of volume in the drawing. Such
a buckled shape can be enforced by setting non-zero right hand side
in (2.4), i.e., solving a Poisson equation:

∇2d̃ = c (3.1)

where c ∈ R is a scalar specifying how much the inflated surface should
buckle. The resulting d̃ produces a parabolic profile (Figure 3.1a). If
desired, the user may specify a custom cross-section function to con-
vert the profile into an alternative shape. A typical example of such

a function is f(x) = s
√
d̃(x), where s ∈ R is a scaling factor which

makes it possible to obtain spherical profiles (Figure 3.1b). This can
be applied, for example, when the user wants to produce a concave or
flatter profile.

∇2d̃(x) = c f(x) = s
√
d̃(x)

(a) (b)

Figure 3.1: Inflation—(a) initial parabolic profile produced by the Pois-
son equation, (b) spherical profile obtained by applying a cross-section
function with square root.
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3.2 Layering

Another assumption of the original formulation discussed in Section 2.1
is that the resulting depth map is only a 2D function (single height
field). To achieve more realistic results in applications such as simu-
lation of global illumination effects, a stack of multiple height fields is
necessary. This allows, e.g., to simulate appealing shadow effects as
well as plausible light transport through holes (see Figure 3.2).

(a) (b) (c) (d)

Figure 3.2: Layering—single height field cannot be used for simula-
tion of more complex illumination effects such as cast shadows or light
propagation through holes (a,c). Multiple layers has to be created and
stitched together to support them (b,d).

To create such multi-layer structure we use illusory surfaces [GPR98]
to estimate occluded boundaries of regions obtained during the segmen-
tation phase (Section 2.2).

A

Ba

b(a) (b) (c)

A′

B′

Figure 3.3: Illusory surfaces—(a) an illusory surface B′ of the region
B can be estimated using two curves a and b with probabilities pa = 0
(black) and pb = 1 (white), see [GPR98], (b) p after the diffusion,
(c) pixels which belong to B′ have p > 0.5. As the area of B′ is bigger
than area of B, we can conclude region B was occluded by region A.

The illusory surface B′ of region B is created by constructing two
curves: a and b with initial values pa = 0 and pb = 1 (see Figure 3.3a),
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these represent probabilities whether the underlying pixels belong to
the silhouette of region B. These values are diffused into the compound
area of both regions (Figure 3.3b). Pixels with p > 0.5 are then treated
as interior pixels of the illusory surface B′. Illusory surfaces can also
be utilized to predict relative depth order between neighbour regions.
This can be done by checking whether the area of the illusory surface
B′ is greater than the area of its visible portion B (Figure 3.3c). This
measurement can be applied to each pair of neighboring regions to
create initial depth inequalities which can be further corrected by the
user.

(a) (b) (c) (d)

Figure 3.4: Results—depth from sparse (in)equalites: (a) user-specified
depth equalities and virtual contours, (b) depth inequalities, (c) depth
visualization used during the interactive session, (d) final depth map.

Once occluded boundaries are estimated we apply inflation (Sec-
tion 3.1) to produce a set of buckled surfaces fi and arrange them
together to satisfy the relative depth order specified by the user. This
can be accomplished by solving for a function gi such that the sum of
fi + gi satisfies equalities (specifying that two regions should exactly
meet at given boundary points) or inequalities (specifying that one re-
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gion should be above/below another one). The problem is similar to
that solved in Section 2.1 only the position of constraints and topol-
ogy of the resulting surface is different. More details can be found
in [SKv∗14].

(a) (b) (c)

Figure 3.5: Results—multiple layers with inflation: (a) the original
drawing with user-specified annotations for segmentation (color scrib-
bles), depth inequalities (green arrows) and specific boundary condi-
tions (red & green curves), (b) resulting bas-relief-type mesh rendered
using orthographics projection, (c) sideviews rendered using a perspec-
tive camera. Note the bas-relief-type structure which is not obvious
from the orthographic view.

9



4 Results

Examples of depth maps generated using the method described in Chap-
ter 2 are presented in Figure 3.4. All user interactions are recorded in
two separate layers—one for equality scribbles (Figure 3.4a) and sec-
ond for equalities (Figure 3.4b). These two layers are hidden during
the interaction phase to avoid clutter. It is typically sufficient to see
only the currently added constraint together with a visualization of an
intermediate depth map (Figure 3.4c).

Note that users typically do not tend to specify a minimal set of
inequalities (see Figure 3.4b), instead they start with local constraints
and then refine the result using more distant relations. Such an incre-
mental process corresponds to how the human visual system works, i.e.,
it starts with local cues and proceeds towards more complex global re-
lations to reach the overall perception of depth in the scene [KvDK96].

Examples of bas-relief-type meshes generated using extensions de-
scribed in Chapter 3 are presented in Figure 3.5. In each example, we
show the original hand-drawn image together with the user-specified
annotations (Figure 3.5a). Besides segmentation scribbles, the annota-
tions contain also additional depth inequalities to correct prediction er-
rors. There are also user-specified boundary conditions to avoid round-
ing or stitching at specific locations on the resulting mesh. To create
them the user needs to click on endpoints and the system automatically
finds the path along a boundary of the nearest region.

5 Conclusion

In this talk we have presented a novel approach that enables artists
to quickly add depth information into their hand-drawn images. A
key benefit of the proposed method as compared to previous depth
assignment techniques is that it does not require specification of ab-
solute depth values. Instead it uses relative proportions which better
corresponds to the depth recovery mechanism found in the human vi-
sual system and thus makes the process more intuitive and less tedious.
Moreover, presented extensions enable production of bas-relief-type ap-
proximations which can be utilized to produce a visual appearance or
stereo effects typically only found in complex 3D pipelines. We be-
lieve our approach will greatly simplify workflow in 2D pipelines and
bring visual richness of 3D techniques into the world of hand-drawn
animation.
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Cartoon Animations with Hardware Accelerated Playback. In
Proceedings of the International Symposium on Visual Comput-
ing, pp. 43–50, 2005.

7. D. Sýkora, J. Buriánek, and J. Žára: Sketching Cartoons by Ex-
ample. In Proceedings of the Eurographics Workshop on Sketch-
Based Interfaces and Modeling, pp. 27–34, 2005.
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