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ABSTRACT 
This habilitation thesis compiles specific research problems of economic effectiveness evaluation in 

power sector. The first part introduces tools for economic effectiveness evaluation which are linked to 

specific tasks in the parts that follow. The last part is devoted to the future research outlook.  

The first topic starts off with European energy market integration. It covers bidding zones 

reconfiguration which is one of the most recent issue in the electricity market integration process. This 

thesis also discusses the issues of social welfare calculation since social welfare is the main criterion 

considered when planning market changes. The link between fundamental technical problem, 

insufficient transmission capacities with related unscheduled power flows, and economic impact is 

provided. Related chapters contain unscheduled flows calculation methods, economic welfare 

calculation and determination of inputs required for social welfare estimation.  

The second discussed topic is the economics of nuclear power plants decommissioning and nuclear 

waste disposal. Nuclear power plants decommissioning and nuclear waste disposal are highly costly 

processes. According to polluter‐pays‐principle, nuclear power plant operator must have enough funds 

for successful realization of both processes. Therefore, special fees are imposed on each produced 

MWh of energy. Methodologies for fees calculations are provided.  

The third topic covers the problems of revenues and cost allocations on element of energy system, 

from producers to consumers. This so‐called specific revenues and specific costs are required for 

offsetting up the electricity tariffs structure. Theory of specific revenues is extended on new trends in 

power sector with increasing amount of energy produced by decentralized power sources and 

intermittent power sources. 

The fourth topic covers the value chains in power sector. It deals with issue of distribution of economic 

effects from brown coal among entities that deal with brown coal mining, transportation, electricity 

and heat production. Since there is no global market with brown coal, the problem of valuation can 

occur when mentioned entities are not vertically integrated. The methodology for brown coal 

valuation is provided. The fair price between coal mine and power plant is determined according to 

the risk which both parties are exposed to. 

The last topic shows the valuation of weather options which is estimated using simulations. Weather 

options are new financial product that can be used for hedging against uncertainty in weather (e.g. 

temperatures) development. Underlying of weather options is temperature, which is characteristically 

stochastic, but does not follow Brownian motion as stock prices do. Therefore, conventional approach 

for the valuation of options is not applicable and simulation approach is presented.  

Appendix section contains important authors publications related with topics of this thesis. 

  



 
Content Július Bemš 

3 | P a g e  
 

CONTENT 

 
Abstract ................................................................................................................................................... 2 

Content .................................................................................................................................................... 3 

List of abbreviations ................................................................................................................................ 5 

1 Goals ................................................................................................................................................ 6 

2 Introduction to Economic Effectiveness.......................................................................................... 7 

2.1 Evaluation Scope ..................................................................................................................... 7 

2.2 Evaluation Techniques ............................................................................................................. 7 

2.2.1 Cash‐Flow ........................................................................................................................ 8 

2.2.2 Criteria ............................................................................................................................. 8 

2.2.2.1 Payback Period ............................................................................................................ 8 

2.2.2.2 Discounted Payback Period ......................................................................................... 8 

2.2.2.3 Return on Investment.................................................................................................. 9 

2.2.2.4 Net Present Value ........................................................................................................ 9 

2.2.2.5 Equivalent Annual Annuity .......................................................................................... 9 

2.2.2.6 Profitability Index ...................................................................................................... 10 

2.2.2.7 Internal Rate of Return .............................................................................................. 10 

2.2.2.8 Modified Internal Rate of Return .............................................................................. 10 

2.2.2.9 Conclusion ................................................................................................................. 11 

2.2.3 Discount Rate Estimation .............................................................................................. 11 

2.2.3.1 Risk and Reward ........................................................................................................ 11 

2.2.3.2 Capital Assets Pricing Model ..................................................................................... 13 

2.2.3.3 Weighted Average Cost of Capital ............................................................................. 15 

2.2.4 Social and Economic Welfare ........................................................................................ 16 

2.2.5 Multicriterial Decision Making ...................................................................................... 18 

2.2.5.1 Criteria Weights Determination ................................................................................ 20 

2.2.6 Options .......................................................................................................................... 21 

2.2.6.1 Options Valuation ...................................................................................................... 22 

2.2.6.2 Weather Options ....................................................................................................... 24 

2.2.7 Simulations .................................................................................................................... 25 

2.2.7.1 Temperatures ............................................................................................................ 27 

2.3 Evaluation Period .................................................................................................................. 28 

3 European Energy Market Integration ............................................................................................ 30 

3.1 Bidding Zones ........................................................................................................................ 30 



 
Content Július Bemš 

4 | P a g e  
 

3.1.1 Current Problems Description ....................................................................................... 31 

3.1.2 Historical Background .................................................................................................... 32 

3.1.3 Evaluation Criteria ......................................................................................................... 32 

3.1.3.1 Social and Economic Welfare .................................................................................... 33 

3.1.3.2 Congestion Rent ........................................................................................................ 35 

3.1.4 Loop Flows ..................................................................................................................... 35 

3.1.5 Future Research ............................................................................................................. 47 

4 Nuclear Power Plants Waste and Decommissioning Financing Issues .......................................... 48 

4.1 Radioactive Waste in Czech republic..................................................................................... 48 

4.2 Decommissioning of Nuclear Power Plants ........................................................................... 48 

4.3 Financing and Discount Rate Estimation ............................................................................... 49 

4.4 Conclusion ............................................................................................................................. 53 

5 Decentralized Power Sources and Electricity Tariffs ..................................................................... 54 

5.1 Specific Revenues in Power System ...................................................................................... 54 

5.1.1 Cost Allocation ............................................................................................................... 56 

5.1.2 Revenues Allocation ...................................................................................................... 57 

5.2 Discussion and Future Research ............................................................................................ 60 

6 Value Chains in Power Sector ........................................................................................................ 61 

6.1 Brown Coal Pricing................................................................................................................. 61 

6.1.1 Profit Distribution .......................................................................................................... 62 

7 Valuation of Options on Weather ................................................................................................. 65 

7.1 Analysis of Temperature ....................................................................................................... 65 

7.2 Weather Option Value........................................................................................................... 71 

8 Discussion and Further Research .................................................................................................. 74 

References ............................................................................................................................................. 76 

Appendix ................................................................................................................................................ 80 

Innovative Default Prediction Approach ........................................................................................... 80 

Modelling of Nuclear Power Plant Decommissioning Financing ....................................................... 90 

Radioactive waste disposal fees‐Methodology for calculation ......................................................... 95 

New approach to brown coal pricing using internal rate of return methodology .......................... 102 

Bidding zones reconfiguration ‐ Current issues .............................................................................. 112 

Electricity Markets Integrations – What is the Current Status and Future Outlook of Bidding Zones 

Reconfiguration? ............................................................................................................................. 119 

 

 



 
List of abbreviations Július Bemš 

5 | P a g e  
 

List of abbreviations 

ACER Agency for the Cooperation of Energy Regulators  

AR Autoregression 

CACM Capacity Allocation and Congestion Management 

CAPM Capital Assets Pricing Model  

CAT Cumulative Average Temperature 

CDD Cooling Degree Day 

CF Cash Flow 

DGR Deep Geological Repository 

DPP Discounted Payback Period 

EAA Equivalent Annual Annuity 

GSK Generation Shift Keys 

HDD Heating Degree Day 

HV High Voltage 

IRR Internal Rate of Return 

LV Low Voltage 

MIRR Modified Internal Rate of Return 

MRP Market Risk Premium 

MV Medium Voltage 

NCV Net Caloric Value 

NPV Net Present Value 

OTC Over the Counter 

PI Profitability Index 

PP Payback Period 

PPP Polluter Pays Principle 

PTDF Power Transfer Distribution Factor  

ROI Return on Investment 

SPE Special Purpose Entity 

TSO Transmission System Operator 

VaR Value at Risk 

WACC Weighted Average Cost of Capital 

   



 
Goals Július Bemš 

6 | P a g e  
 

1 GOALS 
The aim of this thesis is to provide comprehensive look into author’s research in the field of economic 

effectiveness in power sector. Author shows how to deal with specific tasks of economic effectiveness 

in the power sector. Thesis introduces theoretical background, its extension and transformation into 

application in the sector of power sector. The set of goals is characterized by research and discussion 

in the following topics: 

1. Supportive methods related to bidding zones reconfiguration process as a part of European 

energy market integration. This topic is covered in chapter 3 ‐ European Energy Market 

Integration.  

2. Methodology for calculation of fees related with nuclear power plants waste and 

decommissioning financing. Both, financing of nuclear power plant decommissioning and 

radioactive waste disposal, are covered in chapter 4 ‐ Nuclear Power Plants Waste and 

Decommissioning Financing Issues. 

3. Theory of specific revenues with relation to electricity tariffs. Specific revenues and specific 

costs connected to each element of electricity grid, are discussed in the chapter  

5 ‐ Decentralized Power Sources and Electricity Tariffs, as penetration of decentralized power 

sources demands changes in the structure of electricity tariffs.  

4. Distribution of economic effects between entities in vertically integrated chain. Economic 

benefits from brown coal and their distribution between producer, consumer and government 

are covered in chapter 6 ‐ Value Chains in Power Sector. 

5. Valuation of weather options. Simulation approach of weather options calculation is presented 

in chapter 7 ‐ Valuation of Options on Weather. 
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2 INTRODUCTION TO ECONOMIC EFFECTIVENESS 
The decision‐making process has changed after liberalization of power sector. Liberalization process 

transformed power sector from monopolies to market‐oriented industry. The situation in Eastern 

European block was specific by state ownership of whole energy sector (production, transport and 

distribution). This situation allowed to plan power sector development from whole power system point 

of view and for a long‐time horizon. Situation changed after liberalization, a time when all the 

participants were following their own interests that may not be conformable with the long‐term goals 

of power sector. This resulted in the situation where private investors were not motivated for long 

term investments without governmental guarantees (contract for difference, feed‐in tariffs, etc.). 

Principles of economic effectiveness evaluation are almost the same, however, the parameters for 

decision‐making process have changed. The long‐term stable environment changed into short‐term 

less predictable conditions. This chapter describes evaluation scope (point of view), evaluation 

techniques and evaluation period for investments assessment.  

2.1 EVALUATION SCOPE 
Results for effectiveness of economic evaluation may differ as per the point of view of recipients’ 

benefits. 

1. System‐view can be understood as an approach where recipients of benefits are a whole 

society, industry or entities linked to a specific part of industry regardless of benefit 

distribution among affected parties.  For example, residents from a specific economic area, 

power producers or power customers. 

2. Capital view takes into account the invested capital regardless of its sources, e.g. there is no 

difference between private or public sector investments and any kind of loans. 

3. Investor view considers only the investment of a specific investor (equity) without external 

financing.  

Example: economic effect of a new power line on a whole society can be (and usually is) different from 

the effect on invested capital or the effect on individual investors. There may be situations where the 

effect is positive for one side (e.g. investor) and negative for the other (e.g. society).  

2.2 EVALUATION TECHNIQUES 
This chapter introduces economic effectiveness evaluation tools and links them to specific tasks. The 

first part is devoted to cash‐flow definition since it is essential parameters for a project evaluation. 

Cash‐flows are entering decision making criteria such as Net Present Value or Rate of Return. The 

results obtained from criteria carries supporting information for final decision making. The other 

essential input is discount rate since it represents required return of invested money. Discount rate 

estimation techniques are also discussed. Recently, maximization of social welfare is often discussed. 

Social welfare is not strictly defined and its evaluation is based on multicriterial decision making. 

Thanks to unclear definition, social welfare calculation can lead to different results. Social welfare 

calculation and multicriterial decision making are explained and discussed in this chapter. The last parts 

of this chapter deal with uncertainty. It is devoted to options which can be used for decreasing of risk.  

Finally, simulation techniques are presented. Uncertainty in input parameters results in uncertainty of 

model output. Simulations give information about distribution of model results. This is very robust tool 

for quantifying of risk, for example providing variance of simulation results.  
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2.2.1 CASH-FLOW 

In project financing, the term cash‐flow is understood as the net balance of positive and negative flows 

of cash and cash equivalents in one year. It is reported as at the end of each year for the most of 

industries including the power sector. Cash‐flow reporting can occur more frequently (e.g. monthly) in 

the IT sector, technological start‐ups and similar projects where investment recovery period is very 

short. 

Based on viewpoint, a cash‐flow calculation can be divided into five groups: 

1. stakeholders (investors) 

2. debtholders (loan providers) 

3. suppliers 

4. employees 

5. government 

Evaluation Scope in section 2.1 defines three views: investor, capital (project) and system view.  

For the sake of simplicity, usage of special–purpose entity (SPE) is considered for a project. The 

practical reason is to filter out the impact of activities which are not related to the project. Cash‐flow 

generated by this company is the total project cash‐flow or cash‐flow from the capital point of view. 

Cash‐flow cleared from loans payments is cash‐flow for the investors. Application of evaluation criteria 

on these sets of cash‐flows clearly results in final economic effect.  

More problematic is the system view, since one has to define a system, identify valid cash‐flow streams 

and in some cases, evaluate non‐monetary effects in the monetary terms. If the system is defined as 

power grid, a calculation can be performed for all grid owners without any significant problems. If the 

system is whole region or society, there are usually non‐monetary effects of investment such as impact 

on environment. In that case, pure cash‐flow approach is not applicable and other decision‐making 

tools such as multicriterial decision making must be used.  

2.2.2 CRITERIA 

This section presents the criteria used for project valuation. The most important input parameter is 

the stream of future cash‐flows. Inaccuracy of cash‐flow estimation will lead to improper criteria 

results and can lead to incorrect decisions.  

2.2.2.1 Payback Period 

Payback period (PP) is the time until investment is fully recovered. It does consider the time value of 

money and cash‐flows after repayment. Nevertheless, it is used in Czech energy law [1] for calculation 

of feed‐in tariffs of renewable power sources. 

� ��� = 0

��

���

 (1) 

CFt 

t 
cash-flow in period t 
time period 

 

Payback period criterion has very limited usage and it should be used only for rough calculations. 

2.2.2.2 Discounted Payback Period 

Discounted payback period (DPP) takes into account the time value of money. Its main drawback is 

overlooking of cash‐flow after investment recovery. Discount rate estimation is another potential 
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difficulty, but it can be negligible in comparison with the main drawback. More attention is given to 

discount rate estimation in the sections 2.2.3 and 4.3. 

�
���

(1 + �)�
= 0

���

���

 (2) 

CFt 

t 
r 

cash-flow in period t 
time period 
discount rate 

 

Discounted payback period criterion usage is limited because it does not consider all cash‐flows. 

2.2.2.3 Return on Investment 

Return on investment (ROI) measures the relative return of an investment. Time value of money is not 

respected at all. Formula (3) shows annualized ROI calculation. 

��� =

∑ ���
�
���

�
���

 
(3) 

CFt 

Inv 
t 
T 

cash-flow in period t 
cash-flow in investment period, usually 0-th year 
time period 
evaluation period 

 

Return on investment criterion should be used only for projects where time factor is negligible. Since 

the result is in relative numbers, so‐called size problem can occur. ROI of low‐cost investment can be 

higher than ROI of costly investment, but latter can be preferable.  

2.2.2.4 Net Present Value 

Net present value (NPV) is the absolute return respecting time value of money. Cash‐flows from each 

year are discounted into present and summed up. 

��� = �
���

(1 + �)�

�

���

 (4) 

NPV is the most frequently used criterion for investment decision making. The main disadvantage is 

the assumption of constant discount rate; however, formula can be easily transformed for calculations 

with variable discount rate. Inaccuracy in the discount rate leads to biased result and may lead to 

improper decision, similar to the inaccuracy in cash‐flow estimation. Proper NPV usage gives the 

results for correct decision‐making.  

Discount rate can be understood as opportunity cost of the investor’s money or usual return in a given 

industrial sector including risk. Higher NPV means more profitable investment. 

2.2.2.5 Equivalent Annual Annuity 

Equivalent annual annuity (EAA) is the product of NPV and annuity payment factor. NPV of equal cash‐

flows represented by EAA is the same as NPV of original (usually unequal) cash‐flow stream. One can 

state that EAA is the average project cash‐flow which considers the time value of money. 

NPV < 0 Investment is unprofitable, its return is lower than discount rate. 

NPV = 0 Investment is profitable and its return is equal to discount rate. 

NPV > 0 Investment is profitable and offers return higher than discount rate. 
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��� = ��� × �� = �
���

(1 + �)�

�

���

×
(1 + �)� × �

(1 + �)� − 1
 (5) 

aT annuity payment factor for period T  

EAA is usually used for comparison of several projects with different lifetime. In case all projects are 

repeatable (recurrence of economic consequences) EAA will lead to correct decision. Better project 

has higher EAA than worse project.  

2.2.2.6 Profitability Index 

Profitability index (PI) is ratio created by comparing the present value of future cash‐flows and 

investment.  

�� =
∑

���

(1 + �)�
�
���

���
=

���

���
+ 1 

(6) 

Inv cash-flow in investment period, usually 0-th year  

Profitability index is based on NPV criterion and can lead to correct decision if it is properly applied. 

Since the result is a relative number, size problem can occur. 

2.2.2.7 Internal Rate of Return 

Internal rate of return (IRR) measures relative return respecting time value of money. It is rate of return 

at which the NPV for a project equals zero. 

��� = �
���

(1 + ���)�

�

���

= 0 (7) 

IRR can be calculated by equating NPV formula to zero where rate (IRR) is an unknown variable. 

Decision based on IRR result is correct and similar to the decision based on NPV criterion. Result is 

relative number, so size problem can occur. Calculation leads to the problem of solving polynomial 

equation of higher degrees and can lead to multiple or no results.  

2.2.2.8 Modified Internal Rate of Return 

Modified internal rate of return (MIRR) avoids calculation problems of IRR (multiple or no result). It is 

calculated as geometric mean of ratio between future value of positive cash‐flows and present value 

of negative (investment) cash‐flows. Reinvestment interest rate and financing interest rate can differ, 

so it is more flexible. The main disadvantage is assumption of the obtained cash‐flows reinvestment. 

This assumption is logically incorrect because it goes beyond the project and therefore MIRR results 

are incomparable to results obtained by IRR or NPV. MIRR impact is more academic than impact in real 

business applications. 

IRR < r Investment is unprofitable since its rate of return is lower than discount rate. 

IRR = 0 Investment is profitable. 

IRR > r Investment is profitable and offers return higher than discount rate. 
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���� = �

∑
������

(1 + ����)���
�
���

∑
������

�1 + �����
�

�
���

�

− 1 (8) 

PosCFt 

NegCFt 

rinv 

rfin 

positive cash-flow in period t 
negative cash-flow in period t 
reinvestment rate 
financing rate 

 

2.2.2.9 Conclusion 

NPV and IRR are the best investment decision‐making criteria and they lead to the similar decisions, if 

correctly applied. IRR calculation can result in multiple or no solution and size problem can occur. 

Therefore, it is better to use NPV since it does not suffer from these problems. In some cases, EAA and 

PI can also be used, but even so they can be substituted by proper NPV application. Criteria not 

respecting time value of money and cash‐flows after recovery period (PP, DPP, ROI) should be used 

only for rough calculations, not for final decision. Since the MIRR assumes reinvestment of obtained 

cash‐flows (money exceeding project cash‐flows), it should be used for decision making for specific 

project only. Moreover, NPV criterion can be used for tasks with assumption of cash‐flows 

reinvestment and can substitute MIRR.  

2.2.3 DISCOUNT RATE ESTIMATION 

A discount rate of an investor is an opportunity cost of his money. It is the highest rate of return from 

similar investments. If an investor chooses to invest specific financial amount into one investment, he 

implicitly decides not to invest this money into other (similar) investments. In other words, investor 

loses return from other investments because he uses money for one specific investments. By similar 

investment, one can understand investment of the similar size and risk. Practically, when investor is 

active in a stable industry, he can use an average return of his former investments as the discount rate. 

If he does not have this information, he can use average return for his industry in countries where he 

has activities. This kind of information are being continuously reported by information agencies or 

there is popular free online source1. Discount rate should reflect a risk connected to an investment. 

More risky projects require higher return.  

2.2.3.1 Risk and Reward 

Risk is strongly connected with uncertainty. It is usually expressed as the standard deviation of returns. 

By returns, one can understand a profit of single company, average profit of companies in one 

industrial sector or return from investment into stocks of specific company. There is no unified 

methodology as to what numbers to use, it always depends on the type of task, data availability and 

specific requirements. Risk and return are usually calculated from historical data, however there is no 

certainty that the past will be repeated. Sometimes, there is possibility to obtain expected values of 

risk and returns from market. In finance, the standard deviation of returns is referred as the volatility. 

Volatility calculated from historical data is the historical volatility and volatility obtained from market 

expectations is referred as the implied volatility. The same logic applies for returns, calculation can be 

performed on historical data or expected values can be used. Since the future is uncertain and there is 

often no suitable market data, investors often estimate expected return and volatility from simple 

probabilistic models. Formulas (9) and (10) show how to calculate these values from probabilistic 

models. The weakness of this approach is that probabilities and returns are estimated. In some 

                                                           
1 http://pages.stern.nyu.edu/~adamodar/ 
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situations, such as investment into securities, historical data may give better results. The combination 

of both approaches is also possible. [2][3] 

�[�] = � �� × ��

�

���

 (9) 

��[�] = �� �� × (�� − �[�])�

�

���

 (10) 

E[r] 
SD[r] 

N 

pi 

ri 

expected return 
standard deviation (volatility) of returns 
number of states or scenarios 
probability of i-th state or scenario 
return of i-th state or scenario 

 

When using historical data, it is necessary to properly choose how far into past the data will be 

analysed. For example, volatility calculation for a project with two years lifetime should not cover the 

time period of 20 years.  

Investors investing into physical assets (e.g. power systems), not financial securities, usually do not 

understand the risk as a standard deviation (volatility) of returns. They implicitly assume risk premium 

for investment into risky projects. The sum of risk‐free return and risk premium (including profit) 

results in expected return. Even though the risk premium is often intuitively used, it can be evaluated 

using statistical approach.  

Figure 1 shows a set of investment opportunities for an investor. All investment opportunities are lying 

right of the blue line. Coloured points on the vertical line represent the returns of various mutually 

exclusive investments with the same risk. Opportunity cost is the highest return for specific risk level. 

If investor decides to invest into any project lying on the black vertical line, opportunity cost will be the 

return of the project represented by the red point2.  

 

                                                           
2 Rational investor decides to invest into project with the highest return for specific risk.  
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Figure 1: Area right of blue line is a set of investment opportunities. Coloured points represent several investments with the 
same risk. The red point represents the best investment and its return can be considered as the opportunity cost. 

2.2.3.2 Capital Assets Pricing Model 

Capital Assets Pricing Model (CAPM) is used for determination of required rate of return reflecting 

investments risk. Expected return based on CAPM model can be calculated using formula (11). 

Expected return of specific investment is the sum of risk‐free return and risk premium. 

�(��) = �� + �� × ��(��) − ��� (11) 

E(ri) 

rf 

βi 

E(rm) 

expected return  
risk-free return 
asset beta, sensitivity on market changes, measurement of risk 
expected market return 

 

Risk‐free return is the return which can be obtained by investment into assets carrying no risk. 

Governmental bonds are considered to be risk‐free. In reality, governmental bonds carry risk, but if 

government (country) defaults its currency, it will have negligible value if any. Therefore, it is more 

rational to invest free cash into governmental bonds than holding cash.  

Risk premium is the product of asset beta and market risk premium (MRP). It expresses return 

(premium) for exposing to risk of specific investment. 

Asset beta expresses a sensitivity of asset returns on market returns. If asset beta is higher than 1, 

investment into this asset is riskier than investment into the market. Technological companies have 

usually higher betas because they must invest into research and development, which is very risky. On 

the other hand, companies with low beta are in the food industry. For example, tobacco companies 

have low beta because they do not have to make risky investments and they have a stable customer 

base.  

Market risk premium is premium for investors who invest into specific market. It is the difference 

between expected market return and risk‐free return, often mentioned as market excessive return. It 

can be obtained from information agencies or free online sources3. Investment into market can be 

                                                           
3 http://pages.stern.nyu.edu/~adamodar/ 

Individual projects carrying the 

same risk.  

Area right of blue border represents all 

investment opportunities  
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understood as an investment into all assets available on the market or as an investment into market 

index which should include all essential assets.  

Expected market return and beta are statistically calculated from historical data. The same warning 

applies for CAPM as mentioned in previous section 2.2.3.1, that the future is uncertain and one cannot 

expect the same outcomes as were reported in the past.  

CAPM assumptions: 

1. Markets are perfectly competitive. There are many small investors and investors are price 

takers4.  

2. There are no taxes, transaction costs and restriction on short‐selling. 

3. Investors can lend and borrow unlimited amounts of money for risk‐free interest rate. 

4. Investors are rational and risk‐averse. 

5. Investments are all divisible into small parts and liquid. 

6. Investors maximize their economic utilities. 

7. All investors have access to the same information. 

8. There are no riskless arbitrage opportunities. 

A risk, from the origin point of view, can be divided into systematic (market) risk and non‐systematic 

(individual/unique) risk. CAPM model assumes market risk only, since the unique risk can be 

diversified. It is empirically proven [2] that investing into five to ten assets is practically enough to reach 

market return and market risk.  

 
Figure 2: Portfolio risk decreasing as the number of investments is increasing 

(source: https://ranjitkulkarni.com/2011/04/05/diversification-how-can-an-individual-investor-reduce-portfolio-risk/ 

If one decides to invest into specific asset (project), his opportunity cost calculated by CAPM will reflect 

systematic risk only. The reason being the investor can invest his money into several smaller 

investments or his investment can be the part of portfolio where unique risk is minimized. In other 

words, if a small entrepreneur decides to invest into one specific project, he cannot assume risk 

premium for unsystematic risk. One can ask: why small entrepreneurs are doing their businesses? The 

answer is: they think5 that they are better then market. Since CAPM assumptions are not realistic, 

there exist market imperfections, different information for market participants and other violation of 

CAPM assumptions.  

                                                           
4 Single investor cannot affect price. 
5 Many of them bankrupts quickly. 
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Investment (INV) depicted on figure 3 has the same risk as point B and the same return as point A.  

Area to the right of the curve represents combination into all investment opportunities. Tangent to 

curve with origin in point rf represents Capital Market Line (CML). Tangency point M is the market 

portfolio. Investor can theoretically reach any point on CML by combined investment into risk‐free 

asset and market portfolio [4]. According to CAPM model, point A does not carry any unique risk, it 

carries systematic risk only. Investor can put his money into point A and has the same return as INV 

with substantially lower risk. If investor accepts risk of INV, he can invest into point B with higher 

return. Opportunity cost will always lie on CML.  

 

Figure 3: Capital Market Line 

If investor accepts no risk, he invests all his money into risk‐free assets (rf point). In case he accepts 

market risk, he invests all his money into market portfolio (point M). Point A means partial investment 

into risk‐free asset and partial investment into market portfolio. If investor is willing to invest in point 

B, he must borrow money at risk‐free rate and invest his money and the borrowed money into market 

portfolio. One can object that borrowing at risk‐free rate is impossible. It is true, but it is one of CAPM 

assumptions. Therefore, CAPM is very good tool for estimation of expected return, but one must be 

aware of its limitations, mainly given by CAPM assumptions and way how the data is collected.  

2.2.3.3 Weighted Average Cost of Capital 

Weighted average cost of capital (WACC) can be used as discount rate which reflects capital structure 

of a company. CAPM model results in expected return on equity. If a company had no debt, return on 

equity can be considered as discount rate. If a company has debt, return on debt must be included in 

discount rate calculation. The reason being the required return on debt is different (usually lower) than 

required return on equity. This is reflected in formula (12) where return on equity is weighted by the 

equity ratio and return on debt is weighted by debt ratio. By the return on debt one can understand 

average interest rate paid. The tax deduction from interest payment is considered. 

���� =
�

� + �
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�

� + �
× �� × (1 − �) (12) 
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WACC 

E 

D 
re 

rd 

t 

weighted average cost of capital 
equity 
debt 
return on equity 
return on debt 
corporate tax rate 

 

Investor has two possibilities: 

1. Use return on equity and include whole financing into cash‐flow calculations. Results (e.g. NPV) 

will provide point of view of an investor. 

2. Use WACC and exclude financing. This approach can be used for big companies with stable 

debt ratio. New project should not change the debt ratio. The results will provide capital point 

of view where both equity and debt owners are rewarded.  

a. If a new project requires extra capital that is not covered by usual debt management, 

the best practice is to create special purpose entity6 (SPE) for calculation. This SPE, 

subsidiary, will have return on equity equal to WACC of parent company as it is its  

100 % shareholder. New debt related to this company will be treated the same way as 

indicated in point 1. 

2.2.4 SOCIAL AND ECONOMIC WELFARE 

Social welfare definition is not unified, it can be understood as summation of all individual welfares in 

a society. Professor Arthur C. Pigou defined welfare in his work Welfare Economics [5]. Since social 

welfare is very broad, he divided it into economic welfare and non‐economic welfare. Economic 

welfare is part of the social welfare, which can be expressed in monetary units, non‐economic welfare 

cannot be expressed in monetary value. Maximization of social welfare is often discussed in relation 

with European energy market integration, see chapter 3. This concept was theoretically elaborated by 

prof. Francis M. Bator in his work The Simple Analysis of Welfare Maximization [6].  

Practically, if there are two separate markets with the same commodity, e.g. electricity, and these 

markets become joined, the final price will settle between former prices in both markets. This will lead 

to positive effect for producers leading to higher profits in a market with lower price and consumers 

receiving lower price in a market with higher price. On the other hand, there will be negative effect for 

producers in market with higher price (lower profits) and consumers in market with lower price (higher 

price). Social welfare will increase, sources utilization will be more efficient, but individual welfares will 

decrease for specific groups in society.  

Figure 4 shows the market with settlement (equilibrium) price 21 200 EUR. Surplus of one producer is 

the difference between the settlement price and the price for which he will agree to sell a product 

(electricity) in case his price is lower than settlement price. Surplus of one consumer is the absolute 

value of the difference between the settlement price and the price for which he will agree to buy a 

product in case his price is higher than settlement price. For example, if a supplier is ready to sell one 

GWh of electricity for 20 000 EUR, his surplus will be 1 200 EUR because he earns 1 200 EUR more than 

he expected. A consumer who is ready to pay 23 000 EUR earns 1 800 EUR because he will buy the 

product cheaper by 1 800 EUR. The sum of all consumers’ and producers’ surpluses is 1 722.7 thousand 

EUR and this amount is economic welfare.  

                                                           
6 SPE is usually created for any bigger project. However, for economic efficiency calculation it is enough to have 
a virtual SPV which means that a new legal entity is not created, but it is considered in calculations only.  
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Figure 4: Electricity supply and demand curve for market A. 

Figure 5 shows the situation on market B that is bigger than market A from figure 4. The settlement 

price is 24 800 EUR on this market. Economic welfare for market B is 7 353 thousands EUR.  

 
Figure 5: Electricity supply and demand curve for market B. 

Figure 6 shows joint market A+B. The settlement price is 24 200 EUR and economic welfare is 10 477 

thousands EUR. Economic welfare of joint market is higher than individual economic welfares of 

markets A and B. Market integration does have positive impact on economic welfare. On the other 

Consumers’ surplus 

767 700 EUR 

Producers’ surplus 

954 000 EUR 

 

Consumers’ surplus 

3 928 300 EUR 

Producers’ surplus 

3 424 700 EUR 

P = 21 200 EUR 

Q = 514.5 GWh 

P = 24 800 EUR 

Q = 2407.4 GWh 
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hand, price for participants on the bigger market B decreased by 600 EUR per GWh (‐2.4 %) and price 

for participants on the market A increased by 3 000 EUR per GWh (+14.2 %). One can notice dramatic 

decrease of economic welfare for consumers in market A and small increase of economic welfare for 

consumers in market B. This is the simplified example, more information about energy market 

integration issues is provided in the section 3. 

 
Figure 6: Electricity supply and demand curve for joint market A+B. 

Former example shows direct impact of an action (e.g. market integration) on economic welfare. There 

are indirect impacts on economic welfare, a feedback on direct impacts (e.g., electricity price change 

will be reflected in consumer goods prices). Monetary estimation of indirect impacts is complicated, 

but not impossible. The last group is impact on non‐economic welfare (e.g. environment) which should 

be incorporated in decision‐making, but cannot be expressed in monetary units or the transformation 

to monetary units is doubtful. In that case, multicriterial decision making takes place.  

2.2.5 MULTICRITERIAL DECISION MAKING 

A significant number of problems in power sector lead to the application of multiobjective evaluation 

and to the multicriterial decision. There are two major categories of problems: 

1. Financial profitability of a project is one of several aspects of decision process. Other aspects 

can be related to environment, impact on infrastructure, impact on unemployment etc. Final 

decision is trade‐off between all requirements. Multicriterial decision model can be very useful 

for a fair evaluation. This approach is suitable even for benchmarking purposes. 

2. All aspects (components) of decision process are evaluated in financial terms. Each component 

needs to be transformed into monetary units. This is the key process that affects the final 

results and consequently affects final decision. 

Consumers’ surplus 

5 402 400 EUR 

Producers’ surplus 

5 065 300 EUR 

P = 24 200 EUR 

Q = 2831.6 GWh 
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One of the key tasks in multicriterial decision making is to set‐up weights for each individual criterion 

and to find proper transformation function into the required units (usually money). This chapter 

describes the process of criteria weights determination since this can be essential e.g. in social welfare 

calculation. The link to application on specific tasks is provided. A few words are dedicated to 

discussion about datatypes since nominal and ordinal data are frequently used in economic sciences. 

Input parameters of criterial functions can have different nature and meaning. In general, there are 

four data types that can describe the input parameters of decision process: 

1. Nominal data – this data is described (classified) by a symbol, for example colour (red, blue, 

green, etc.), gender (male, female) or day in week. Nominal data can be described by numeric 

values, but these values cannot be used for ordering or direct numerical calculations. For 

example (Monday = 1, Tuesday = 2, ..., Sunday = 7) or (Male = 1, Female = 2). Transformation 

of such kind of data into numerically used parameters is almost impossible. There are specific 

tasks such as credit scoring where these data are transformed into real number that are used 

for further calculations [7].  

2. Ordinal data – data that do not have numeric character, but can be rank‐ordered. For example, 

education (primary school = 1, secondary school = 2, college = 3, university = 4). Numbers can 

be assigned to elements and values can be compared and ordered. University education is 

better than secondary school education for some specific purposes. On the other hand, the 

distance between elements do not have any interpretation. 

3. Interval data – the most widely used numerical data. For example, temperature and most of 

the other measurements. The differences between two temperature (or distance) 

measurements have meaning and interpretation. On the other hand, ratio between some 

measurements may have wrong or no interpretation. For example, ratio of measured 

temperatures (in Celsius or Fahrenheit) degrees does not have meaning. One cannot say that 

40 °C temperature is two times higher than 20 °C.  

4. Ratio data – its meaning is to have meaningful ratios, usually in measurements with the 

absolute zero. Distance measurement, number of clients, money or even temperature in 

Kelvins can be used in ratios with meaningful interpretation. 

A multicriterial decision making problem can be represented by the following generalised model 

(13) [8].  

�������� [��(�), ��(�), … , ��(�)] 
� ∈ � 

 
(13) 

x 

X 
Ck 

any specific alternative 
a set representing the feasible region or available alternatives 
k-th evaluation criterion 

 

This group of problems is referred as selection or mathematical programming problems. More 

information about mathematical techniques, definitions of problems and solutions can be found in [8]. 

Publication [9] contains essential techniques in multicriterial analysis and contains several case studies, 

where one of them is related with investigation of potential repositories for radioactive waste in UK. 

Author developed his own multicriterial decision making method [7]. It is related to the companies 

default prediction and its modification [10] was used for benchmarking purposes of companies in the 

sector of electricity distribution.  
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2.2.5.1 Criteria Weights Determination 

Weights determination represents relative importance of criteria in accordance with the preferences 

of decision maker. The most of the multicriterial decision methods assumes that weights are 

normalised and fulfil condition (14). 

� ��

�

���

= 1 (14) 

N 

wi 
number of criteria 
relative weights of i-th criterion 

 

Since the direct estimation of criteria weights may be a complex task, there are several methods [11] 

which can help with the calculation of weights.  

Using so called scoring method, the evaluator's task is to assign a score to each criterion. Score is 

represented by a certain number of points from a predefined score point scale, in accordance with the 

opinion of decision‐maker about the importance of the criteria. When creating a scoring point scale, it 

is recommended that it begins from zero, has an odd number of values and has a verbal description. 

The odd number is useful for having a natural central value. An example of a suitable scale can be: not 

important 0, little important 1, medium important 2, important 3 and very important 4. Normalised 

values of criteria weights can be obtained from equation (15). 

�� =
��

∑ ��
�
���

 (15) 

N 
ai 

wk 

number of criteria 
score of i-th criterion 
relative weights of k-th criterion 

 

Scoring method can be modified in a way that the criterion weight is interpreted as value of the ranking 

function. Decision maker’s task is to rank criteria according to their importance where importance of 

some criteria may be considered as equal. Ranking function value is determined in a way that the least 

important criterion has value equal to one and the most important criterion has ranking function value 

equal to the number of criteria. Moreover, ranking of the criteria with equal order should lead to 

average value of ranking function, e.g. if two criteria with same importance are ordered on the 2nd and 

3rd place, ranking function should assign the value 2.5 to them.  

Another method, based on above mentioned scoring method, is called Metfessel method (allocation). 

Decision maker assigns 100 points among all criteria in accordance with his preferences and the most 

points should be assigned to the most important criterion. 

�� =
��

100
 (16) 

ak 

wk 
score of k-th criterion 
relative weights of k-th criterion 

 

The second group of weight determination methods are so‐called pairwise methods where preference 

relation is determined for each criteria pair. For each pair of criteria [ci; cj], one of three situations may 

occur: 

1. i‐th criterion is preferred over j‐th criterion, pi,j = 1; 

2. j‐th criterion is preferred over i‐th criterion, pi,j = 0; 

3. i‐th and j‐th criteria are equivalent, pi,j = 0.5; 
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Matrix p is filled with values {0, 1, 0.5} as shown above. Standardized weights of criteria are calculated 

as shown by formula (17). The sum in numerator represents the number of preferences of j‐th 

criterion, i.e. how many times is j‐th criterion preferred over other criteria.  

�� =
∑ ��,�

�
���

�(� − 1)
 (17) 

pi,j 

wj 

M 

element of matrix p 
relative weight of j-th criterion 
number of criteria 

 

Pairwise method can be extended by quantifying the intensity of relation between criteria in each pair. 

The ratio between criteria weights is estimated.  

A popular method for weights determination is based on construction of criteria tree (ordered rooted 

tree). The determination of weights is performed for each individual branch on each hierarchical level 

of criteria tree. The final weight is determined as the product of relative criteria weight (the deepest 

tree level) and relative weights of superior nodes of the criteria tree. Criteria can be categorized, for 

example economic criteria, social criteria, ecological criteria, technological criteria. Each category can 

have relative weight among other categories. The final weight should be multiplied by category relative 

weight. The determination of weights for each individual category can be subject to analysis using 

above‐mentioned techniques.  

All methods for weights determination have their advantages and disadvantages. Extended pairwise 

method requires a great deal of information with high risk of inconsistencies as preferences of decision 

maker are subject to his consideration. On the other hand, scoring method is very easy to apply since 

it requires criteria rank only. In case of high number of criteria, construction of criteria tree can be 

recommended as it is straightforward. Hierarchical ordering of criteria can help with logical connection 

between different criteria. In any case, the decision process is affected by subjective consideration of 

decision maker and results should be validated using other methods and / or expert estimate.  

2.2.6 OPTIONS 

An option is a financial derivative contract which provides the right to buy or sell underlying by a certain 

time in the future at a fixed price. There are two types of options, a call option and a put option. A call 

option grants the right to buy underlying. A put option grants the right to sell underlying. The option 

buyer has the right but not the obligation to sell/buy an underlying. The option seller is obliged to 

sell/buy an underlying. The option buyer also called option holder is in the long position and option 

seller also called option writer is in the short position. [12] 

To obtain the right, the option buyer pays the seller option price when the option contract is initiated. 

The option price is often called the option premium. The price at which the option holder can buy or 

sell the underlying is called strike price or exercise price. Exercising the option means to use the right 

to buy or sell the underlying. The option holder cannot exercise the option after passing of the 

expiration date. If the option holder is exercising a call, he pays the exercise price and receives 

underlying or an equivalent cash settlement. The option writer receives the exercise price and delivers 

the underlying or pays equivalent cash settlement. If the option holder is exercising a put, he delivers 

the stock and receives the exercise price or a cash equivalent from option writer. [13] 

Options can be divided into a several categories according to the exercise style and pay‐off value 

calculation. Vanilla and exotic options are the two major categories. Vanilla options are the regular, 

most traded options with standard features like expiration date and exercise price. European and 

American options belong to the vanilla option category. Vanilla options are usually traded through the 
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stock exchange. Exotic options mostly differ from the vanilla options in the calculation of their pay‐off 

value. The trading is usually realized in over‐the‐counter manner. [13] 

A European option can be struck only at option expiration time, contrary to an American option which 

can be struck anytime arbitrarily. There are many types of financial options such as the stock options 

(the most common), index options, bond options, interest rate options, currency options and, for 

example, weather options.  

An option holder is in so‐called long position as his profit is theoretically unlimited and maximal loss is 

the option premium. An option writer is in short position and his financial situation is opposite to 

option holder. The diagrams above in the figure 7 show long (call and put) position option payoffs and 

the diagrams below show the short (call and put) positions.  

  

  
Figure 7: Payoff diagram for long call, long put, short call and short put options. 

It is worth to mention so‐called real options whose underlying is not a financial asset, but it can be a 

project value. The publication [14] explains application of real options theory on project in power 

sector.  

2.2.6.1 Options Valuation 

Option value at maturity date is the absolute value of the difference between the strike price and 

actual underlying value (fig. 7). The situation before maturity date is not such straightforward as there 

is randomness in moving of the underlying price. This is shown in figure 8 where the lines T1, T2 and T3 

show the option value before maturity. Line T1 shows the value of option long time before maturity. 

As the time to maturity decreases, the option value line gets closer to line B.  

0 

0 

0 0 
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Figure 8: Option value before maturity. 

Journal of Political Economy © 1973 The University of Chicago Press [15] 

Derivation of option pricing formula (1973) by Black, Scholes and Merton was subject of the Nobel 

Prize (1997) [16]. Step by step procedure is described in [17] and it is based on the assumption that 

underlying price is a geometric Brownian motion. The value of European call option can be determined 

by partial differential equation (18). Application of boundary conditions [18] leads to closed‐form 

solution (19) for call option. The value of put option can be calculated using formula (20).  
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��
− �� = 0 (18) 

V 

t 

σ 
S 

r 

value of call option as a function of underlying price and time to maturity 
time to maturity 
volatility of underlying returns 
underlying price 
risk-free interest rate 

 

Black‐Scholes model assumptions: 

1. Efficient markets; 

2. The price of the stock one period ahead has a log‐normal distribution with constant mean and 

volatility; 

3. Constant and known risk‐free interest rate; 

4. Investors can borrow and lend at risk‐free interest rate; 

5. There are no transaction costs and taxes. 

For the sake of the completeness, it is important to notice that these closed form formulas can be used 

on underlying (stock) that pays no dividend and they are not applicable for American options. The book 

[19] contains exact or approximate formulas for pricing of the most types of options. 
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VC 

VC 

E 
N 

value of call option  
value of put option 
exercise (strike) price 
cumulative distribution function of normal distribution 

 

Interpretation of N(d1) and N(d2): “N(d2) is the risk-adjusted probability that the option will be 

exercised. The interpretation of N(d1) is a bit more complicated. The expected value, computed using 

risk-adjusted probabilities, of receiving the stock at expiration of the option, contingent upon the option 

finishing in the money, is N(d1) multiplied by the current stock price and the riskless compounding 

factor. Thus, N(d1) is the factor by which the present value of contingent receipt of the stock exceeds 

the current stock price.” [20] 

In the power sector, options are mostly used for hedging. For example the case where power producer 

wants to secure against low electricity prices. Intermittent power sources (wind and photovoltaic 

power plants) are dependent on weather conditions. With higher penetration of these power sources, 

weather options began to appear in the last decade. Producers can hedge against risk related to the 

weather. Since the weather does not follow geometric Brownian motion, Black‐Scholes formula cannot 

be used for pricing of weather option. Weather option pricing using simulation is introduced in the 

chapter 7. 

2.2.6.2 Weather Options 

Weather options can be used for hedging against weather risk or for speculations related to weather. 

Differences between weather options and standard financial options are: 

1. Underlying value (temperature) must be transformed into monetary unit; 

2. Temperature does not follow geometric Brownian motion; 

3. Temperature volatility is not constant. 

Transformation of the temperature into money is made by multiplying temperature difference and 

amount of money per one index point (one degree). Temperature difference can be understood as the 

difference between average daily temperature and base (reference) temperature. Reference 

temperature may have the similar meaning as strike price in standard financial options.  

Weather options are traded through exchange and on over‐the‐counter (OTC) market. Chicago 

Mercantile Exchange (CME), the largest commodity derivative exchange, quotes weather futures 

contracts and options on the weather futures. There are eight standardized traded products [21]. The 

main characteristic of future contracts is that both contract parties agree now on price in the future 

expiration date and they have obligation to make settlement in this price. This can be used for hedging 

against changes in the prices in both ways, contrary to the financial options where option holder has 

right to exercise and option writer has the obligation from the contract. Weather options traded on 

CME are options on future contract, it means that option holder has right to buy underlying (future 

contract) at option expiration date. However, OTC market can design its own specific product, e.g. 

option with pure temperature underlying.  
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The main weather indices are heating‐degree days (HDD), cooling‐degree days (CDD) and cumulative 

average temperature (CAT), see formulas (23) (24) (25) for definitions. Weather options are usually 

stripe options for specific period [T1, T2] and one strike value (different from base temperature). Since 

the HDD/CDD/CAT are cumulative values, strike value reflects the length of the period. For example, 

CDD average value for five summer months is 1350, measured CDD value is 1300 and option strike is 

1250. Option holder has right to compensate the difference 1300 – 1250 CDD. On the other hand, 

option on the OTC market can have individual strike for each day. HDD and CDD indices are used for 

standardized US contracts.  HDD and CAT are used for standardized European contracts. Finally, 

Japanese weather products are settled against Pacific Rim (PRIM), the arithmetic average of 

temperatures over specific period. 
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T1 

T2 

T(t) 
b 

beginning of a measurement period 
end of a measurement period 
average temperature in day t 
base temperature 

 

Regardless of detailed contract specifications, weather option attributes preclude usage of Black‐

Scholes formula for valuation purposes. Temperature simulation is convenient way how option value 

can be calculated. More information about simulations can be found in the following chapter 2.2.7. 

The complete process of option value calculation is shown in the chapter 7. 

2.2.7 SIMULATIONS 

Simulations are a set of effective tools used for modelling activities, processes or system behaviour 

without their realisation. Simulations, in the narrow sense, are numerical methods executing 

experiments on specific mathematical models. [22] This chapter is limited to Monte Carlo simulation 

where the input parameters are randomly generated number from specific probability distribution and 

its parameters. Monte Carlo can be used for solving stochastic (e.g. random walk) and deterministic 

(e.g. definite integral) problems. Simulations are particularly useful for solving problems which have 

no analytical solution.  

A simulation process can be performed by application of the following steps: 

1. Define mathematical model; 

2. Choose the theoretical distribution for input parameters of defined model; 

3. Estimate parameters of chosen distributions; 

4. Perform simulations; 

5. Interpret simulation results, e.g. mean value and standard deviation; 

6. Perform hypothesis testing on results if applicable. 
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NPV calculation with stochastic input parameters can be a very useful example for Monte Carlo 

financial applications. This example will be used for description of a simulation process. Monte Carlo 

simulation can also be used in already running projects for estimation of financial requirements in 

individual phases of complex projects.  

NPV model, equation (4) on page 9, has cash‐flows and discount rate as input parameters. Cash‐flows 

are the result of company operations and cannot be determined with 100 % accuracy. For example, 

sales are dependent on customers and there is whole chain of random events that can affect cash‐

flows estimation.  

Company managers assume that the cash‐flows will grow by 5 % annually and growth is the only 

stochastic parameter of NPV model. In other words, mean value of CF growth is 5 %. Assuming that 

growth follows normal distribution, estimation of standard deviation is required for the growth 

modelling. This is one of the biggest issues in distribution parameters estimation and improper 

estimation may result in bias of simulation results. There are natural processes that can be observed 

and for which the distribution parameters can be calculated. This can be useful for example in the field 

of physics. Unfortunately, economic (financial) tasks must rely on historic data (if available) and expert 

estimations.  

Once distribution parameters are estimated, simulation can start. The number of simulation 

repetitions increases the accuracy of results. The final result is mean value and its standard deviation. 

For mentioned NPV, average value and standard deviation are calculated from results of each 

particular simulation. NPV simulation results of the aforementioned problem are shown in figure 9.  

 
Figure 9: Result of Monte Carlo simulation.  

Assumptions: investment 1000; CF1: 200; CF growth 5%, growth standard deviation 1%; discount rate: 10%. 
This is demonstrative example and for simplicity, only 1000 runs were performed. 

The number of simulations is 1000. Average value from NPV simulations is 487 and its standard 

deviation is 21. Results can be used for value‐at‐risk (VaR) calculation which is 453 for the 5 % level. 

Managers can state that project will have lower NPV than 453 with 5 % probability which is very useful 

information. One can notice the difference between simulated distribution and theoretic values of 

normal distribution (figure 10). Simulated results will approximate down to theoretical distribution 

with increasing number of simulations run according to central limit theorem. 
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Figure 10: Theoretic values of normal distribution with mean 487 and standard deviation 21. 

More examples of Monte Carlo applications can be found in [23][24].  

2.2.7.1 Temperatures 

Temperature modelling is used for weather options valuation (sections 2.2.6.2 and 7). Continuous 

autoregressive moving average (CARMA) models introduced in [25] are suitable for modelling 

evolution of temperature over time [26].  Author in [26] extends continuous autoregressive (CAR) 

models, subclass of CARMA models, to allow seasonality in the residual variance. Author uses vectorial 

Ornstein–Uhlenbeck process for modelling of de‐trended temperature movement. Then, he explains 

the link between continuous and discrete autoregressive (AR) processes. Weather option valuation is 

based on the daily average temperatures that are calculated as arithmetic mean between daily highest 

and lowest temperatures. Therefore, discrete model of temperature evolution is more suitable for 

valuing of weather options. The discretization process of CARMA models for financial application is 

explained in depth in [27].  

Temperatures have seasonal characteristics with possible trend. Seasonal function can be modelled by 

Fourier series. Truncated cosine Fourier series with trend element are used in formula (27).  

�(�) = �� + ��� + ����� �
2�(� − ��)

365
� (27) 

�� = �� − �� (28) 

t 

x 
D 
T 
Λ 

time 
parameters 
de-trended temperature data 
daily average temperatures 
seasonal part of temperature data 

 

Seasonally adjusted temperature data can be modelled by a discrete autoregressive process. Analysis 

of specific data (69 years history from Paris‐Orly, see chapter 7) suggests that AR(3) model is suitable 

for this purposes. However, change in locality may lead to different order of AR model. Formula (29) 

represents general AR(Q) model where Q denotes the order of AR model.  
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t 

α 
σ 
ε 
Q 

time 
parameters 
standard deviation of normal distribution 
independent and identically distributed random variables from standard normal distribution 
order of autoregressive model 

 

One can assume that the daily changes in temperature may be higher in spring and autumn as 

compared to summer and winter. This assumption leads to analysis of variance from AR model and 

suggesting seasonal form of variance modelled by truncated Fourier series. 
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t 

β 
σ(t) 

N 

time 
parameters 
standard deviation of temperature for specific day in year 
order of Fourier series  

 

More detailed application of temperature modelling is shown in chapter 7 where it is used for 

valuations of weather options. 

2.3 EVALUATION PERIOD 
Evaluation period is essential an input parameter in economic evaluation since it directly enters into 

economic effectiveness calculation criteria.  Useful time constants in project evaluation are as follows. 

1. Technical lifetime (TT) – period during which an asset can technically work before it must be 

replaced. 

2. Economic lifetime (TE) – period during which an asset is useful for his owner. It is usually shorter 

than technical lifetime because an asset can become obsolete in its feasibility and usage. For 

example, technical lifetime of a bus is around 25 years. After 10 – 15 years of operation, one 

can recognize that the new buses have lower consumption, maintenance of old buses becomes 

more expensive, more frequent failures can occur. Owner can decide to replace old buses by 

new ones earlier e.g. after 15 years. In this case, 15 years are economic lifetime.  

3. Parameters estimation horizon (TH) – time until which economical and technical parameters 

can be accurately estimated. For example, estimation of power grid losses in three years can 

be done accurately. The same task for time in 30 years from now is practically impossible. 

Values beyond horizon period are roughly estimated by constant values of horizon year or by 

incremental values with specified annual growth.  

4. Evaluation period (T) – period for which economic evaluation is performed. 

Evaluation period for a single project with one major component can be set as the economic lifetime 

of major component. The same logic applies for a project with several major components of the same 

economic lifetime. 

For a single project with several major components of different economic lifetime, two boundaries for 

evaluation period can be specified. Lower boundary is the lowest economic lifetime among all major 

components. Upper boundary is period for which economic consequences can be estimated or 

repeated. Infinity is used very often for projects in power sector. These boundaries define economic 

lifetime. Economic effectiveness for evaluation period from this interval leads to the same decision 
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regardless of chosen termination time. Scrap values of major components are considered in case of 

termination.  

Above‐mentioned approaches can be also applied for selecting the best project from several mutually 

exclusive projects. Evaluation period should be the same for all projects. If economic consequences 

can be repeated, the least common multiplier of projects economic lifetimes can be used as an 

evaluation period. Otherwise, one needs to decide what to do with other projects at the end of the 

economic lifetime of the shortest one. There are two possibilities: investor can sell other projects or 

make short‐term investment to achieve equal evaluation periods. 
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3 EUROPEAN ENERGY MARKET INTEGRATION 
A brief information about legislation behind European energy market integration is available in the 

document [28]. Up to 1990s, the energy markets were dominated by vertically integrated monopolies. 

One company owned production and grid infrastructures. The aim of new European legislation was to 

put into practice competitiveness on energy markets. New European legislation can be divided into 

four steps, the so‐called energy packages. 

1. The first energy package / directive (1996) introduced rules for third‐party access to 

transmission and distribution networks. It introduced independent regulatory bodies and 

possibility for wholesale customers to change energy supplier.  

2. The second energy package (2003) focused on unbundling, where energy production, 

distribution and transmission were separated into individual legal entities. Households were 

now able to choose electricity and gas suppliers. 

3. The third energy package (2007) strengthened the unbundling regulation and independence 

of regulators, established Agency for the Cooperation of Energy Regulators (ACER), deepened 

cross‐border cooperation between transmission system operators (TSO) and increased 

transparency in retail markets. [29] 

4. The fourth energy package / winter package (2016) is currently under consideration and has 

not been approved yet. It deals with clean energy and energy efficiency. 

This chapter is devoted to bidding zones reconfiguration issues. 

3.1 BIDDING ZONES 
Bidding zone is a set of interconnected nodes that can be understood as one node from the electricity 

trading point of view. Bidding zone can be interpreted as a copper plate, which means that there are 

no transmission limitations inside a bidding zone. Electricity (commodity) price does not very inside 

one bidding zone.  

Figure 11 depicts current bidding zones in Europe. Bidding zones represent tightest market integration. 

They were usually formed by political borders, since power grid was historically developed inside the 

countries. There are four countries in Europe that are split into several bidding zones (Norway, 

Sweden, Denmark and Italy) and two bidding zones that overlap countries’ borders. The first one is 

Ireland which also includes territory of Northern Ireland, of course. The second bidding zone consists 

of German, Austrian and Luxembourg territory. The latter has been frequently discussed in recent 

years. 
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Figure 11: Bidding zones in Europe [30] 

3.1.1 CURRENT PROBLEMS DESCRIPTION 

Businesses operating on the electricity market, primarily in the geographical location of Czech Republic 

and Poland face the problem of insufficient electricity transmission capacities on the border with 

Germany. [31], [32] Available transfer capacities are severely limited due to the influence of so‐called 

loop‐flows (flows within the Germany‐Austrian7 bidding zone, which flow through the transmission 

system of neighbouring countries). These business entities are losing business opportunities and their 

losses are not compensated [33], [34]. Loop‐flows are unscheduled power flows and currently are not 

subject to payments for usage of transmission system. This situation is caused mainly by insufficient 

transmission capacities in Germany. Building of new power transmission lines is already lagging behind 

the timeline.  

An effective solution of this problem is splitting of Germany‐Austrian bidding zone into several smaller 

bidding zones. Current situation is profitable for participants from Germany‐Austrian bidding zones 

because the cheap electricity from wind power plants from northern Germany can be transferred to 

southern Germany and Austria without payment for transmission fees in neighbouring countries. The 

whole Germany‐Austrian bidding zone benefits from lower electricity prices. If this zone were divided, 

there would become a difference in electricity price between new zones (e.g. northern and southern 

Germany) [35]–[37]. This price difference would be caused by requirement of transmission capacity 

                                                           
7 Zone covers three countries: Germany, Austria and Luxembourg. Luxembourg area is very small and does not 
affect other countries. Therefore, this zone is called Germany‐Austrian even if there is one more country. 
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allocation and related costs. Czech and Polish transmission system operators would obtain revenues 

from transmission capacity trading. Moreover, companies (mostly electricity traders) from Czech 

Republic and Poland could participate in capacity allocation mechanism and thus have opportunities 

of trading abroad. Multilateral debate led to decision to split Germany‐Austrian Bidding zone. German 

and Austrian regulators agreed on allocation of transmission capacities on their border. Zone will split 

in October 2018 [38]. This decision will help the transmission system operators in Czech Republic and 

Poland, but congestion problems inside of Germany will persist since insufficient transmission 

capacities also prevail inside Germany. The issue will be minimized to some extent, but not eradicated. 

Economic welfare (often erroneously referred to as social welfare) is used as the primary argument 

against splitting of Germany‐Austrian bidding zone [35], [36]. There is no universal definition of social 

welfare and calculation of social welfare is very often (particularly in bidding zones reconfiguration) 

simplified to calculation of economic welfare. Economic welfare is defined as sum of consumers’ and 

producers’ surpluses and in the context of bidding zones as described in [39]. Prices of electricity have 

strong impact on whole society because electricity is used widely and industrial production is very 

sensitive on electricity price. Economic welfare calculation does not include secondary (indirect) 

impacts on society and it assumes a homogenous region (e.g. Central Europe or Central and Eastern 

Europe). The other problem is varying purchase power of countries with different economic 

development [40]. Increase or decrease of electricity prices by one euro has different impact on 

German residents and Czech residents. This discrepancy should be reflected in social welfare 

calculation. [41]  

3.1.2 HISTORICAL BACKGROUND 

Bidding zones theory was developed in 90s in US by [42]–[47] as the consequence of power grid 

congestion (insufficient electricity transmission capacities). Market liberalization and integration 

process in Europe begun significantly later.  

Bidding zone can be defined as an area without internal business congestion. It means that transaction 

can be completed between any two points inside this area and electricity can be transferred without 

the requirement of transmission capacity allocation. Bidding zones’ borders in many countries are the 

same as the political borders because countries were more isolated in the past than in present time 

but the situation is changing with the increasing international cooperation. Countries like Czech 

Republic, Slovakia, Poland, Hungary and France are examples of bidding zones that are identical with 

political borders. On the other hand, there is a single bidding zone that includes Germany, Austria and 

Luxembourg. [41] 

Germany‐Austrian (DE‐AT) bidding zone was established in 2005, but the process of its legal origin is 

not almost described. DE‐AT bidding zone does not fulfil condition for a being fully independent 

bidding zone. The main reason is that DE‐AT zone cannot be understood as "copper plate" due to the 

congestion of transmission lines. ACER (Agency for the Cooperation of Energy Regulators) has adopted 

a legally non‐binding opinion to split the German‐Austrian single bidding zone as according to [48].  

3.1.3 EVALUATION CRITERIA 

Bidding zones reviewing process is defined in Regulation establishing a Guideline on Capacity 

Allocation and Congestion Management (CACM) [49]. This document contains criteria for reviewing 

bidding zones configuration (see the text below). Unfortunately, the definition of criteria is vague and 

unclear since the document is part of European energy related legislation. One can state that 

document explains only principles on which the criteria should be built. Several criteria based on these 

principles were introduced [50]. Since the power flows are changing, partially stochastic tools for 
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accurate description of the load were introduced [51]. Both articles [50][51] are part of appendix 

section.  

 

1. If a review of bidding zone configuration is carried out in accordance with Article 32, at least the 
following criteria shall be considered: 

a. in respect of network security: 
i. the ability of bidding zone configurations to ensure operational security and 

security of supply; 
ii. the degree of uncertainty in cross–zonal capacity calculation. 

b. in respect of overall market efficiency 
i. any increase or decrease in economic efficiency arising from the change; 

ii. market efficiency, including, at least the cost of guaranteeing firmness of capacity, 
market liquidity, market concentration and market power, the facilitation of 
effective competition, price signals for building infrastructure, the accuracy and 
robustness of price signals; 

iii. transaction and transition costs, including the cost of amending existing contractual 
obligations incurred by market participants, NEMOs and TSOs; 

iv. the cost of building new infrastructure which may relieve existing congestion; 
v. the need to ensure that the market outcome is feasible without the need for 

extensive application of economically inefficient remedial actions; 
vi. any adverse effects of internal transactions on other bidding zones to ensure 

compliance with point 1.7 of Annex I to Regulation (EC) No 714/2009; 
vii. the impact on the operation and efficiency of the balancing mechanisms and 

imbalance settlement processes. 
c. in respect of the stability and robustness of bidding zones: 

i. the need for bidding zones to be sufficiently stable and robust over time; 
ii. the need for bidding zones to be consistent for all capacity calculation time-frames; 

iii. the need for each generation and load unit to belong to only one bidding zone for 
each market time unit; 

iv. the location and frequency of congestion, if structural congestion influences the 
delimitation of bidding zones, taking into account any future investment which may 
relieve existing congestion. 

2. A bidding zone review in accordance with Article 32 shall include scenarios which take into account a 
range of likely infrastructure developments throughout the period of 10 years starting from the year 
following the year in which the decision to launch the review was taken. 

Criteria for reviewing bidding zone configurations (Article 33 of CACM [49]) 

The most discussed criterion for bidding zones reconfiguration is social (economic) welfare. Congestion 

rent and congestion costs are strongly related with social (economic) welfare evaluation. Therefore, 

these are discussed in more details in the following paragraphs. Other criteria, with lower importance 

are mentioned in author’s work [50] attached in the appendix section. 

3.1.3.1 Social and Economic Welfare 

In general, social and economic welfare were defined in the section 2.2.4. In terms of power grid, 

economic welfare can be calculated as the sum of consumers’ surplus, producers’ surplus, congestion 

rent and congestion costs. The part of congestion costs is redispatching8 and countertrading9 costs. 

These costs are necessary for the stability and reliability of power grid and because the transmission 

                                                           
8 Redispatching means a measure activated by one or several System Operators by altering the generation and/or 
load pattern, in order to change physical flows in the Transmission System and relieve a physical Congestion. 
9 Countertrading means a Cross Zonal energy exchange initiated by System Operators between two Bidding Zones 
to relieve a physical Congestion. 
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system operators carry these costs. Redispatching and countertrading are the so‐called remedial 

actions. For example, change in power production of specific power plants can relieve congested line. 

This action is not optimal from the economic point of view (minimal operational costs) but is inevitable 

in terms of reliability and stability of power grid.  

Figure 12 describes (in simplified way) the logic of economic welfare calculation for two interconnected 

bidding zones with limited capacity. It assumes that there are no changes in supply curve in exporting 

region when changing the interconnection capacity (i.e. there are no changes in merit order in 

exporting region). One can expect changes in merit order in exporting bidding zones thanks to changes 

in generation and transmission constraints. 

Considering two congested bidding zones, an investment into the increase of interconnection capacity 

will lead to the increase of overall social welfare (i.e. the sum of welfare for both zones) if the net 

increase of producer surplus, consumer surplus and congestion rent is higher than needed investment 

cost. Assuming also the price differences in these two zones (if there would be none, there would be 

no congestions) interconnection (or increase of interconnection capacity) inevitably leads to 

distributional effects in both zones. In importing zone (high price zone) this will lead to price decrease 

and transfer of part producer surplus to consumer surplus. Exporting zones will face opposite situation. 

Changes of electricity prices depend namely on: the size of each bidding zones, steepness of supply 

curve on both markets and on interconnection capacity.  

 
Figure 12: Congestion impact on economic and social welfare. [39] 

Various literature sources (e.g. [39]) discuss two different terms: economic welfare and social welfare. 

The term economic welfare is based on the logic of market equilibrium between supply and demand. 

If all cost related to the given commodity (in this case, electricity) are borne by the suppliers and all 

the benefits are on side of consumers, the market equilibrium will result in largest possible economic 

surplus (i.e. economic welfare). If other subjects (not buyers) benefit from the electricity consumption 

or if subjects other than sellers bear the cost of electricity production and transmission, the total 
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welfare should be defined as the so‐called social welfare. Definition of social welfare thus includes also 

the benefits and costs of third parties, which are not directly included in the market transactions. In 

many cases, it is very difficult to identify and evaluate in monetary terms these effects on third parties. 

Authors in [52] used the Market Coupling algorithm to calculate the social welfare. Authors compared 

differences in results between calculations of social welfare only, redispatch costs and social welfare 

corrected by redispatch levels. Based on the results authors concluded, among other points, that: the 

(uncorrected) social welfare in the case of single-zone market turned out to be the highest, since no 

congestion constraints are then put on the market solution. However, high redispatch costs associated 

with correction of this solution lead to the lowest corrected SW for single-zone market. [52] 

An in‐depth discussion over social welfare in the terms of power grid, can be found in author’s original 

publication [41], which is attached at the appendix section.  

3.1.3.2 Congestion Rent 

Congestion rent is the amount collected by the owners of the rights to the transmission line. In a one-

line network these rights would typically pay the owners an amount equal to the line’s capacity times 

the difference between the prices at the two ends of the line. In the case of a load pocket, this is the 

difference between the internal price and the external price. Congestion rent is a transfer payment from 

line user to line owner, as using the line has no actual cost. [53] 

�� = (���� − ����) × � (31) 

Pmax 

Pmin 

Q 

Price in a region with higher price 
Price in a region with lower price  
Energy exchange 

 

Congestion costs and congestion rents are graphically shown in figure 12. Identification of bidding 

zones borders can be done with help of Congestion Rent calculation for various scenarios of bidding 

zones configuration. Scenario with the highest Congestion Rent identifies the optimum setting of 

bidding zones borders. Congestion Rent criterion as well as Congestion and Difference in Marginal 

Prices should be thus maximized. The reason being: 

1. High Difference in Marginal Prices between bidding zones10 says that there is relatively high 

congestion between bidding zones. In case of improper bidding zones configuration there 

could be congestion inside bidding zones and congestion between bidding zones would in turn 

tend to be lower. Therefore, maximizing Congestion (between all adjacent zones) leads to 

maximal Difference in Marginal Prices and vice versa. In other words, bidding zones borders 

are on the congested lines.  

2. Congestion rent calculation is dependent on the difference in prices (Pmax – Pmin), and power 

flow. Maximization of these two elements leads also to maximization of Congestion Rent. 

3.1.4 LOOP FLOWS 

Calculations of power flows are fundamental for any further calculations and application of any 

evaluation criteria. There exist criteria that do not require direct use of intensity of power flows, but 

power flows and their behaviour is main driver for any economic calculation.  There are two methods 

to calculate power flows: Power Flows Decomposition (PFD) and Natural Flows (NF).  

Both methods were applied on a simplified power network published in [54]. This network is divided 

into three bidding zones (zone 1, zone 2 and zone 3). All calculations were realized using a DC method 

which neglects losses and reactive power. The procedure varies slightly for the AC calculation [55], 

                                                           
10 In case there are not dramatic differences in power source structure. 
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because it is necessary to solve how the losses will be divided. Both, the system configuration and the 

load are estimated with a degree of uncertainty. Therefore, DC approach is appropriate for analysing 

the mutual influence of loop flows and zones. In other words, AC approach would be the exact 

calculation over inaccurate inputs. Moreover, DC approach linearizes problem and simplifies the 

solution. 

 
Figure 13: The scheme of simplified network [54]. 

 
Figure 14: Simplified scheme with border lines (bus) only.  

Blue numbers represent line ID, number s in squares represent node ID. 

The more detailed information about the network is shown in figure 15. Red values in white circles 

represent power balance between production and consumption in specific zone. 
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Figure 15: Physical flows in all power lines (blue numbers). Nodes IDs are small numbers in range 1-25.  

 
Figure 16: Aggregated power flows. 

Natural Flow method is described in [54]. The principle of NF:  

1. generators and consumptions in one zone are set in a way that the zone covers its 

consumption by own production; 

2. resulting flows are so‐called natural flows; 

3. loop‐flows caused by a specific zone are considered as flows that arise in case when generators 

and consumptions from all other zones are disconnected.  

Power (generation and consumption) in all zones is balanced using so‐called generation‐shift‐keys 

(GSK) which can be determined in many ways. This is the main shortcoming of NF method. The results 

can differ based on GSK settings. Theoretically, generation and consumption in each zone can be 

changed. In real cases, only generation is changed (used for balancing). Strong assumption of this 
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approach is that each zone is self‐sufficient in means of power. Figure 17 shows natural flows for case 

where generators (sources) contribute on consumption evenly in each zone. 

 
Figure 17: Network operation when generation and consumption equals in each zone. Generators contribute on 

consumption evenly in each zone.  

 
Figure 18: Aggregated natural flows from previous figure. 

NF results depend on GSK settings and it is calculated as hypothetical gird state. Figure 19 shows 

natural flows caused by the zone 1 in zones 2 and zone 3.  
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Figure 19: Network operation when the generators and consumptions are disconnected in zones 2 and 3.  

Flows in zones 2 and 3 are loop-flows caused by the zone 1. 

Zone 1 causes a 135 MW (48 MW + 88 MW) loop flow in the boundary line with Zone 2. It also causes 

7 MW loop flows from zone 3 to zone 2 and 142 MW from zone 2 to zone 3. The directions of these 

flows are opposite and it is not accurate to subtract from each other (due to the loss of information 

about the real volume of the loop flows). A similar situation occurs in the lines between zones 1 and 3. 

 
Figure 20: Aggregated loop flows caused by zone 1. 

The calculation of loop flows caused by the zones 2 and 3 are analogic. The results are shown in figures  
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Figure 21: Network operation when the generators and consumptions are disconnected in zones 1 and 3.  

Flows in zones 1 and 3 are loop-flows caused by the zone 2. 

 
Figure 22: Aggregated loop flows caused by zone 2. 
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Figure 23: Network operation when the generators and consumptions are disconnected in zones 1 and 2.  

Flows in zones 1 and 3 are loop-flows caused by the zone 3. 

 
Figure 24: Aggregated loop flows caused by zone 3. 

PFD method is described in [56]. Network flows are calculated individually for each combination of 

generation and consumption node when all other generation and consumption nodes are 

disconnected. Final flows are determined by super‐positioning. Further analysis can determine 

whether if a transmission line is internal, transit or import / export or if there is a loop flow occurrence.  

Figure 15 shows the physical flows. The partial calculation of flows is shown in figure 25. Consumption 

in the node 24 is covered by generation in the node 1. There is 13 x 7 = 91 combinations of generation 

and production nodes. Therefore, super‐positioning of 91 calculations is needed for final power flows 

calculations. 
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Figure 25: Partial calculation of flows for one generation and one consumption nodes. 

 
Figure 26: Aggregated form of previous figure. 

Assuming power grid with N nodes, M lines, G generations and L loads. Total generation is equal to 

total load because losses are neglected. Matrix X (eq. (32)) can be defined assuming that each 

generation node covers each consumption node proportionally to its share on total power generated 

(consumed).  

� =
�� × ��

�

����
 (32) 

PG 

PL 

PSYS 

Vector of power generations [MW]  
Vector of power loads [MW] 
Total load [MW] 

 

The dimensions of the matrix X are N x N. An element Xij indicates how much of the load in j‐th node 

is covered by generation connected to i‐th node. The sum of powers in column “j” is equal to load of 

the node “j” and the sum of the powers in row “I” is equal to generation connected to node “I”. 
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Aforementioned network PG and PL vectors: 

 PG = [350, 0, 0, 0, 100, 200, 0, 0, 50, 0, 0, 50, 0, 450, 0, 0, 0, 0, 0, 0, 0, 0, 550, 0, 0] 

 PL=[0, 70, 20, 80, 0, 30, 0, 0, 0, 400, 200, 0, 0, 0, 100, 150, 0, 50, 100, 0, 100, 0, 0, 300, 150] 

 
Figure 27: Matrix X showing coverage loads by generations. 

Element [I, j] indicates how much of the load in j-th node is covered by generation connected to i-th node. 

Power Transfer Distribution Factor (PTDF) matrix Sr is determined for arbitrary reference node “r”. The 

dimensions of matrix are M x N. Element Sr
ij represents the power flowing through i‐th node in case of 

generation 1 MW in j‐th node and consumption of 1 WM in reference node “r”. Values in the column 

of reference nodes are zeros. A change of reference node requires subtraction of values of new 

reference column (vectors) from all other columns. The more detailed information about PTDF matrix 

construction can be found in [57], [58]. 

Matrix Uv shows how the v‐th line is loaded by supplies and loads in all individual nodes of power grid. 

The matrix dimensions are N x N and the matrix is calculated for each line. The matrix element Uv
ij is 

calculated as: 

���
� = ��� × ���

�
 (33) 

 
These flows can be easily classified as internal, loop, transit and import/export flows.  

Bus 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 SUM

1 14 4 16 6 80 40 20 30 10 20 20 60 30 350

2 0

3 0

4 0

5 4 1 5 2 23 11 6 9 3 6 6 17 9 100

6 8 2 9 3 46 23 11 17 6 11 11 34 17 200

7 0
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9 2 1 2 1 11 6 3 4 1 3 3 9 4 50

10 0
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12 2 1 2 1 11 6 3 4 1 3 3 9 4 50

13 0

14 18 5 21 8 103 51 26 39 13 26 26 77 39 450

15 0
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22 0

23 22 6 25 9 126 63 31 47 16 31 31 94 47 550

24 0

25 0

SUM 0 70 20 80 0 30 0 0 0 400 200 0 0 0 100 150 0 50 100 0 100 0 0 300 150 1750
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Figure 28: The matrix of inter-nodal flows for line ID 30 (border nodes of line are in zone 3). Numbers represent a flow from 

node in left column to node in upper row. The green colour of numbers represents positive values and the red colour 
represents negative values.  

The first array “Loop flows caused by zone 1” contains all flows through line (ID 30) that are caused by 

generations and loads in the zone 1. Line (ID 30) itself is completely in zone 3. The sum of these loop 

flows is loop flow in line (ID 30) caused by zone 1. The second array „Transit flows between zones 1 

and 2“ shows flows that are caused by generations and loads between nodes of the zones 1 and 2. The 

third array „Import/export from/to zone 1“ represents flows caused by generations and loads between 

nodes of zones 1 and 3. Since the line lies in the zone 3, one can assume that these flows are imports 

or exports. Array “Internal flows” (blue background) contains flows caused by generations and 

consumptions of zone 3.  

Figures 29, 30 and 31 show the loop flows caused by zones 1, 2 and 3 respectively. The sum of nodal 

currents doesn’t have to be equal to zero, since only the loop flows are shown. Other present flows 

(internal, transit, import / export) are not visible in these figures. 
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Figure 29: Loop flows caused by the zone 1. 

 
Figure 30: Loop flows caused by the zone 2. 
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Figure 31: Loop flows caused by the zone 3. 

Finally, figure 32 shows the sums of all loop flows show in figures 29 30 and 31. The important 

information is, the loop flows in the opposite direction can compensate each other. Aggregation of 

loop flows is also important in evaluation of their final effects. 
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Figure 32: The sums of all loop flows caused by all zones. 

3.1.5 FUTURE RESEARCH 

Social welfare was presented as main criterion for bidding zones reconfiguration process [30][36][59]. 

As aforementioned, calculations of social welfare were limited to economic welfare only. Bidding zones 

evaluation problem can be described by figures 4‐6. Figure 6 is analogic to current state where 

Germany and Austria are part of single bidding zone. Economic welfare in Central European region is 

maximized, but economic welfare of producers and customers in smaller affected market (e.g. Czech) 

is decreased.  

The future research should combine economic welfare and multicriterial decision making. This can lead 

to relevant social welfare evaluation. The most challenging part will be an agreement upon the input 

parameters. One group of input parameters are components (features) that should be the part of the 

social welfare calculation. The second group of input parameters are weights (importance) of input 

components. A consensus should be reached by engaged parties to determine the social welfare 

calculation process. Moreover, this process should be periodically updated to include newly emerging 

information. 
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4 NUCLEAR POWER PLANTS WASTE AND 

DECOMMISSIONING FINANCING ISSUES 
This chapter deals with a financing problem where the highest financial outflow will be made in remote 

future. Chapters 4.1 and 4.2 describe essential information related to the dealing of radioactive waste 

and decommissioning of nuclear power plants. Chapter 4.3 explains financing issues, the course of how 

to accumulate enough money for covering costs of nuclear waste management system and nuclear 

power plant decommissioning.  

Nuclear power plant decommissioning costs [60] can reach investment costs in the prices of the same 

year. Nuclear power plants usually operate in‐between 40‐60 years and the decommissioning begins 

after. A similar situation is with nuclear waste disposal [61]. Spent fuel is stored in temporary storage 

close to power plants. Many countries, including Czech Republic, plan to build deep geological 

repository for final disposal of spent nuclear fuel [62]. Both, decommissioning of power plants and 

nuclear waste disposal are capitally‐intensive investments. According to polluter‐pays‐principle (PPP), 

these costs should be included in current costs of nuclear power station.  

4.1 RADIOACTIVE WASTE IN CZECH REPUBLIC 
Main producers of radioactive waste in Czech Republic are nuclear power plants. Minor producers are 

research and medical institutions and industry. There are four radioactive waste disposal sites: 

Dukovany, Richard, Bratrství and Hostim (closed). Dukovany repository is the newest and the most 

modern repository. It is used for storage of ILW and LLW from the both Czech nuclear power stations 

(Dukovany and Temelín), but it is not intended for storage of spent nuclear fuel. Spent nuclear power 

is temporary stored in nuclear power stations and will be finally disposed in deep geological repository 

(DGR). Czech Republic does not assume spent fuel reprocessing. The final decision for locality and 

backup locality of DGR will be chosen until 2025 [63]. Estimated cost of deep ground repository are 

around 2 – 4 billion EUR [64].  

Nuclear waste produced in Czech Republic can be divided into three categories:  

1. low‐level radioactive waste (LLW);  

2. intermediate radioactive waste (ILW); 

3. spent nuclear fuel.  

System for radioactive waste disposal must have enough funds for required investments (e.g. DGR 

construction), operation, monitoring and operation of radioactive waste repository authority. In 

accordance with PPP and system sustainability, a fee is imposed on energy (each MWh) produced in 

nuclear power stations.  

More detailed information about waste disposal process and comparison with other countries can be 

found in author’s original publication [61] which is attached in appendix part. 

4.2 DECOMMISSIONING OF NUCLEAR POWER PLANTS 
Nuclear power plant comprises two major parts: the nuclear island and conventional island. Nuclear 

island consists of the reactor (reactor core and controls system), the reactor coolant pumps, the 

pressurizer, the steam generators, the primary piping, the containment and fuel handling area. 

Conventional island is the same as it is in steam power plants, consisting of the turbine, the generator, 

and the feedwater pumps. Whole scheme is shown in figure 33. Only nuclear island is subject to 

decommissioning process.  
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Figure 33: Scheme of nuclear power plant. 
(source: http://www.tva.com/news/downloads.htm) 

There are three decommissioning strategies: 

1. Immediate decommissioning (e.g. NPP Jaslovské Bohunice V1 and V2); 

2. Deferred decommissioning (e.g. NPP Jaslovské Bohunice A1); 

3. Entombment decommissioning (e.g. NPP Chernobyl). 

From the financial perspective, immediate decommissioning has the lowest risks. On the other hand, 

it has higher environmental risks because radioactivity is essentially decreased after 40‐50 years and 

there is lower risk of contamination. Deferred and entombment decommissioning carries the risk of 

decommissioning costs increase. Power plants operators in Czech Republic are obliged to put money 

into special fund managed by state authority. This money can be understood as fee (financial reserve) 

which is imposed on each MWh produced by power station. The situation is very similar to radioactive 

waste financing.  

More detailed information about process of nuclear power plants decommissioning, related financial 

issues and comparison with other countries can be found in author’s original publication [60] which is 

attached in appendix part. 

4.3 FINANCING AND DISCOUNT RATE ESTIMATION 
Each country has its own specific way of financing of nuclear power plants decommissioning and 

radioactive waste disposal.  Presented approach highlights the Czech Republic case. The calculation of 

fee for nuclear waste disposal is based on the logic that accumulated amount of money must be equal 

to amount required. Following equation compares the present value of fees and present value of 

future money requirements.  



 
Nuclear Power Plants Waste and Decommissioning Financing Issues Július Bemš 

50 | P a g e  
 

�
���� × (1 + ���)� × ��

(1 + ��)�
+ ��

�

���

= �
��,� × (1 + ���)�

(1 + ��)�
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���

 (34) 

T 
fee0 

Qt 

inf 
rn 

CC 

C0,t 

assessment period [years] 
fee in the 0-th year [EUR/MWh or EUR/drum] 
volume of waste produced in year t [MWh, drum] 
inflation rate [-] 
nominal discount rate 
currently cumulated money [EUR] 
costs of the t-th year in the prices of 0-th year [EUR]  

 

Fee is expected to grow accordingly with the inflation rate. Future costs are calculated from costs of 

reference (or 0‐th) year. Inflation rate is used as the escalation factor of these costs. Investment of 

money obtained from fees (accumulated money) is very limited. Accumulated money can be, for 

example, invested into Czech governmental bonds. More information about investment possibilities 

of money obtained from fees can be found in § 116 of Nuclear Law [65]. Therefore, nominal discount 

rate, understood as opportunity cost of cumulated money, can be estimated from the return of long‐

term governmental bonds. The return of Czech governmental bonds with ten years maturity, is 

currently around 0.9 %, its value was around 5 % ten years ago11. Inflation rate was fluctuating between 

0 – 7 % in past ten years. Therefore, it is very difficult to estimate discount rate properly. Inflation 

target of Czech central bank is 2 % and this number is frequently used as estimation for distant future. 

Formula (37) describes relation between nominal and real discount rate. Since the input parameters 

are unstable, it is enough to estimate and use real discount rate. Fees calculations [61] assumes real 

discount rate in range 0.2 % to 1.2 %.  

(1 + ��) = (1 + ��) × (1 + ���) (35) 

rr real discount rate  

Formula (38) shows calculation of fee using real discount rate. These calculation steps are universal for 

all systems for nuclear waste disposal and nuclear power plants decommissioning that are based on 

cumulating money and polluter‐pays‐principle.  

���� =
∑ ��,� × (1 + ��)�� − ��

�
���

∑ �� × (1 + ��)���
���

 (36) 

T 
fee0 

Qt 

inf 
rn 

CC 

C0,t 

assessment period [years] 
fee in the 0-th year [EUR/MWh or EUR/drum] 
volume of waste produced in year t [MWh, drum] 
inflation rate [-] 
nominal discount rate 
currently cumulated money [EUR] 
costs in prices of 0-th year [EUR]  

 

The same logic applies for financing of decommissioning of nuclear power stations. Mathematics 

behind fees calculation is the same as in any other financing project. The biggest difference between 

general business projects and aforementioned project is in the estimation of parameters. The reason 

being, even a small inaccuracy in their estimation can lead to lack of money in remote future. 

Therefore, calculation is periodically updated12. CAPM model cannot be used for discount rate 

estimation as it is based on robust statistical analysis of many companies. Nuclear power station 

decommissioning and nuclear fuel disposal is very specific business with very long‐time constants. 

Dealing with risk cannot be the same as in case of conventional business.  

                                                           
11 http://www.kurzy.cz/cnb/ekonomika/vynos‐desetileteho‐statniho‐dluhopisu‐maastrichtske‐kriterium/ 
12 Each five years in case of Czech Republic 
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The major difference between financing of nuclear power plant decommissioning and waste disposal 

is that decommissioning costs are fixed costs, independent of the amount of energy produced. On the 

other hand, radioactive waste disposal costs are partially fixed and partially variable. Decommissioning 

costs must be unconditionally paid even in case of unexpected or unplanned closure of nuclear power 

plant. In this case, there will not be enough money for decommissioning because fee is linked to energy 

production. If the energy produced is lower than expected, there will not be enough money cumulated. 

In waste disposal case, unplanned closure of one nuclear power plant would lead to redistribution of 

fixed cost (of nuclear waste disposal sites) between less waste producers, but funding would not be 

threatened as in case of decommissioning.  The example of early closure of nuclear power plant is case 

of Jaslovské Bohunice V1, it was a condition of accession of Slovakia into the European Union. Closure 

of German nuclear power plants are another example of irrational political decision.  

The work [66] presents calculation of fee (financial reserve) for nuclear power plant decommissioning. 

The assumption is a nuclear block with installed power 1 000 MW, the lifetime 50 years, annual energy 

production is 7 500 GWh, the inflation rate is 2 % and nominal discount rate (invested money 

appreciation) is 2.5 %. The costs of immediate decommissioning are 5.8 billion of CZK13 and the costs 

of deferred decommissioning are estimated to 6.2 billion of CZK14 in prices of year the reference (0‐th) 

year.  

The sensitivity of fee on main input parameters (inflation rate, discount rate, decommissioning costs 

and electricity production) is shown in figures below. Charts are built from calculations in [66].  

 
Figure 34: Sensitivity of fee on nominal discount rate (appreciation of money). 

                                                           
13 232 millions EUR at rate 25 CZK/EUR 
14 248 millions EUR at rate 25 CZK/EUR 
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Figure 35: Sensitivity of fee on the decommissioning costs. 

 
Figure 36: Sensitivity of fee on the change in electricity production. 

One can notice that high discount rate dramatically increases the required fee value. Moreover, the 

difference between fee in immediate and deferred decommissioning scenario, is very high. The same 
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decommissioning starts around 45 years after power plant shutdown and the time effect of extreme 

inflation and discount rate values is significant.  

4.4 CONCLUSION  
The biggest challenge in these type of calculations is the extremely long‐time horizon which can change 

even during the evaluation period. Uncertainty in escalation rates and discount rate can lead to 

significant changes in the results. This problem is solved by periodically updating of the economic 

calculations. 

Each country has unique approach for financing of NPP decommissioning and nuclear waste 

management. Therefore, it is nearly impossible to compare economic effectiveness of individual 

calculation systems between different countries. Hence, a common European methodology for related 

reporting would be beneficial for correct comparison of real costs of NPP decommissioning and nuclear 

waste disposal.  
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5 DECENTRALIZED POWER SOURCES AND 

ELECTRICITY TARIFFS 
Decentralized power sources are changing usual power flows in electricity grid. Power grid 

infrastructure was designed for distribution of electricity from centralized power sources. Power 

generated in power plants with high installed power (nuclear, thermal, etc.) is transformed to extra 

high voltage level, flows through transmission grid and distribution grid to customers in one direction. 

This flow implies costs for each voltage level and influences structure of tariffs. Penetration of 

decentralized power sources is causing the flows from lower to higher voltage levels because many of 

them are connected to low voltage grid. The large part of decentralized power sources (e.g. 

photovoltaics) are intermittent power sources. Besides the changes in the direction of the flows, these 

are changing quickly with changes in weather. To compensate this, new energy storage systems 

(batteries) are being developed and used. Fore‐mentioned changes should be reflected in electricity 

tariffs.   

This chapter will introduce a methodology (specific revenues) for pricing of electricity supplies on 

different voltage levels. This methodology should be used as a basis for new tariffs proposal.  

The main idea of any customer‐oriented investment is that the customer should cover the costs 

incurred by himself. A larger share of cost in power system (generation and distribution) are fixed costs 

and smaller share are variable costs. Nevertheless, structure of tariffs is opposite. Variable component 

is major and fixed component of tariffs is minor. The reason is to motivate for savings. The main part 

of fixed costs in power systems are depreciations and the main part of variable costs is fuel costs. If 

the tariffs structure reflected the real costs, customers would pay high fees for grid connection (fixed 

component) and relatively low fees for electricity consumption (variable component). The motivation 

for savings would not be as high as currently is. However, changes in electricity flows and increasing 

installed power in intermittent power sources require changes in electricity tariffs. New tariffs should 

reflect the dynamics of changes in power flows. Higher penetration of decentralized power sources 

leads to lower utilization of high‐voltage grid and therefore fix part of electricity payments will 

increase. This must also be included in new tariff structure.  

Adverse effect of current tariffs structure can be shown on a simple example. A customer, having 

photovoltaic panel installed on his roof, decreases his payment for energy consumed because he is 

able to produce energy. Currently, when fixed costs are covered by energy related payments, this 

customer will pay less amount than the amount required for coverage of fixed costs because he still 

raises these costs. The guaranteed capacity (power) for his connection is the same as it was before the 

installation of photovoltaic panels. 

New tariffs will require new metering with online data gathering so‐called smart metering. It is the first 

step to so‐called smart grids, where demand‐side management could be controlled remotely. With 

smart metering, electricity supplier will be able to charge customers with dynamic prices. For example, 

customer consuming electricity at night incurs lower costs (fixed and variable) than doing so in peak 

time of the day.  

5.1 SPECIFIC REVENUES IN POWER SYSTEM 
Revenues of the power system (generation and distribution) are generated at the end of the 

production and distribution cycle. Investments into generation and distribution are not directly 

connected with power consumers. The aim is to split revenues fairly between all elements of power 

system. Whole problem is specific kind of cost accounting task where costs and revenues need to be 
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properly assigned to individual power grid elements. The concept of specific revenues was introduced 

in [67]. This chapter provides detailed information about cost and revenues distribution between all 

elements of a power system. 

Groups of power grid elements: 

1. Power plants 

2. Power lines 

a. High voltage (HV) 

b. Medium voltage (MV) 

c. Low voltage (LV) 

3. Transformation (HV/MV, MV/MV, MV/LV) 

To reflect fixed and variable costs in power system, specific revenues from operation of power system 

should be divided into fixed and variable part. Fixed part is measured per unit of power and variable 

part is measured per unit of energy. Specific revenues for each grid elements can be dented in 

EUR/MW per year and EUR/MWh.  

� = ���� × ��,� + �� × ��,��

�

���

 (37) 

R 
N 
P 
E 
rP 

rE 

total revenues of power system [EUR] 
number of elements in power system 
power, annual average of monthly maximal power load [MW] 
energy, annual energy generated/transmitted/transformed [MWh] 
annual fixed specific revenues for power [EUR/MW] 
annual variable specific revenues for energy delivered to customers [EUR/MWh] 

 

The first step to calculate specific revenues is to perform a cost allocation for each element of power 

system. The calculation for fixed costs (revenues) and calculation for variable cost (revenues) must be 

done separately. Fixed costs are related to power (MW) and variable costs are related to energy 

(MWh). Figure 37 shows simplified power network with power plants connected to all voltage levels 

as well as customers connected to each voltage level, power lines and transformations between 

voltage levels. Specific revenues calculation and cost allocation will be provided for this simplified 

scheme and the logic behind the calculation can be used for power system of any complexity.  
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Figure 37: Simplified power system scheme 

5.1.1 COST ALLOCATION 

Principles of the cost allocation will be show on fixed costs and the usage for variable costs is analogic. 

Fixed costs allocation will be done in the orientation of power flows. The key information is a ratio 

between cost of specific element and cost incurred by power flows. Power flows are expected to flow 

from higher to lower voltage levels. This assumption is used for explanation purposes, however the 

flows from lower to higher voltage levels are implicitly included with negative sign in calculation 

procedure.  

Cost entering (flowing into) high voltage lines is the sum of costs of all power plants connected to this 

voltage levels. The costs need to be split at the output from HV lines because it has to be allocated 

between customers on high voltage level and flows entering transformation into medium voltage level. 

Splitting is proportional to power flows.  
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���,�

���,� + ���,�
× �� ���,�� + ���,�� (38) 

���,� =
���,�

���,� + ���,�
× �� ���,�� + ���,�� = � ���,�� + ���,� − ���,� (39) 

CHV,C 

CHV,PP 
CHV,L 

CHV,T 
PHV,C 

PHV,T 

costs allocated to customers connected to high voltage power lines [EUR] 
costs of power plants connected to high voltage power lines [EUR] 
costs of high voltage power lines [EUR] 
costs allocated to flows transforming to medium voltage [EUR] 
power flows to customers connected to high voltage power lines [MW] 
power transforming from high voltage to medium voltage [MW] 

 

Costs entering medium voltage lines are the sum of costs flowing from HV/MV transformation and cost 

of power plants connected to medium voltage lines. These costs increased by costs of medium voltage 

lines need to be allocated between customers on medium voltage level and flows entering 

transformation to low voltage level.  

���,� =
���,�

���,� + ���,�
× ����,� + �����,� + � ���,��� (40) 

���,� =
���,�

���,� + ���,�
× ����,� + �����,� + � ���,���

= � ���,��+���,� + �����,� − ���,�  

(41) 

CMV,C 

CMV,PP 
CMV,L 

CMV,T 

CHVMV,T 
PMV,C 

PMV,T 

cost allocated to customers connected to medium voltage power lines [EUR] 
cost of power plants connected to medium voltage power lines [EUR] 
cost of medium voltage power lines [EUR] 
cost allocated to flows transforming to low voltage [EUR] 
cost of transformation from high voltage to medium voltage [EUR] 
power flows to customers connected to medium voltage power lines [MW] 
power transforming from medium voltage to low voltage [MW] 

 

Costs entering low voltage grid are the sum of costs flowing from MV/LV transformation and cost of 

power plants connected to low voltage grid. These costs increased by low voltage grid costs are 

allocated on customers connected to low voltage grid. 

���,� = ���,� + �����,� + ���,� + � ���,�� (42) 

CLV,C 

CLV,PP 
CLV,L 

CMV,T 

CMVLV,T 

cost allocated to customers connected to low voltage power lines [EUR] 
cost of power plants connected to low voltage power lines [EUR] 
cost of low voltage power lines [EUR] 
cost allocated to flows transforming to low voltage [EUR] 
cost of transformation from medium voltage to low voltage [EUR] 

 

This principle is the same for variable costs allocation. The key for cost distribution is energy in MWh 

instead of power.  

5.1.2 REVENUES ALLOCATION 

Revenues allocation process starts at customers and flowing through power grid up to the power 

sources. The main principle of revenues allocation is explained below.  

1. Elements in series: revenues are distributed proportionally to cost of elements or to the cost 

assigned to the power flows (net cumulated power flows through specific element). 

2. Parallel connected elements: revenues are distributed proportionally to power flowing to 

these elements. 
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Revenues allocated on low voltage lines are the revenues obtained from customers connected to low 

voltage, split by the ratio of the cost of low voltage lines and total allocated costs on customers on this 

voltage level.  

���,� = ���,� ×
���,�

���,�
 (43) 

���,� =
���,�

���,�
 (44) 

RLV,L 

RLV,C 

PLV,L 

rLV,L 

revenues allocated on low voltage power lines [EUR] 
revenues from customers connected to low voltage power lines [EUR] 
power flowing through low voltage lines [MW] 
specific revenues of low voltage lines [EUR/MW] 

 

Revenues, decreased by revenues of low voltage lines, needs to be split between power plants 

connected to low voltage lines and the rest of the system on higher voltage levels. The key for revenues 

splitting is the power delivered by both branches.  

���,�� = ����,� − ���,�� ×
∑ ���,��

���,�
 (45) 

���,�� =
���,��

∑ ���,��
 (46) 

PLV,PP 

RLV,C 

RLV,PP 

PLV,L 

rLV,L 

power of power plants connected to low voltage power lines [MW] 
revenues from customers connected to low voltage power lines [EUR] 
revenues from power plants connected to low voltage power lines [EUR] 
power flowing through low voltage lines [MW] 
specific revenues of low voltage lines [EUR/MW] 

 

The rest of the revenues enters the transformers (MV/LV) from low to medium voltage level. It is 

allocated to transformers by the ratio of transformers cost and cost allocated to the power flows in 

these transformers.  

���,� = ����,� − ���,�� ×
���,� − ∑ ���,��

���,�
 (47) 

�����,� = ���,� ×
�����,�

���,�
 (48) 

�����,� =
�����,�

�����,�
 (49) 

RLV,T 

RMVLV,T 

CMV,T 

CMVLV,T 

PMVLV,T 

rMVLV,T 

revenues allocated to flows entering transformation MV/LV [EUR] 
revenues allocated to transformers MV/LV [EUR] 
cost allocated to flows transforming to low voltage [EUR] 
cost of transformation from medium voltage to low voltage [EUR] 
power flowing through transformers MV/LV [MW] 
specific revenues of transformers MV/LV [EUR/MW] 

 

Revenues entering calculation on medium voltage lines are the sum of revenues coming from 

transformation (MV/LV) and the customers connected to medium voltage level.  
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���,� + �����,� + ∑ ���,�� + ���,�
 (50) 

���,� =
���,�

���,�
 (51) 

RMV,L 

CMV,L 

CHV,T 

CHVMV,T 

CMV,PP 

PMV,L 

rMV,L 

revenues allocated on medium voltage power lines [EUR] 
cost of medium voltage power lines [EUR] 
costs allocated to flows transforming to medium voltage [EUR] 
cost of transformation from high voltage to medium voltage [EUR] 
cost of power plants connected to medium voltage power lines [EUR] 
power flowing through medium voltage power lines [MW] 
specific revenues of medium voltage power lines [EUR/MW] 

 

In the next step, revenues are required to be allocated on power plants connected to medium voltage 

level and the system on high voltage level. Allocation is proportional to the power supplied. 

���,�� = ����,� − �����,� + ���,� − ���,�� ×
∑ ���,��

∑ ���,�� + �����,�
 (52) 

���,� = ����,� − �����,� + ���,� − ���,�� ×
�����,�

∑ ���,�� + �����,�
 (53) 

���,�� =
���,��

∑ ���,��
 (54) 

RMV,PP 

RMV,PP 

rMV,PP 

RMV,T 

PHVMV,T 

revenues allocated to power stations connected to medium voltage power lines [EUR] 
power of power stations connected to medium voltage power lines [EUR] 
specific revenues of power plants connected to medium voltage power lines [EUR/MW] 
revenues allocated to flows entering transformation MV/LV [EUR] 
power flowing through transformers HV/MV [MW]  

 

Revenues from high voltage system (including transformation to medium voltage level) are allocated 

to HV/MV transformers in ratio of transformers cost and cost allocated to flows transforming to 

medium voltage. 

�����,� = ���,� ×
�����,�

���,� + �����,�
 (55) 

�����,� =
�����,�

�����,�
 (56) 

RHVMV,T 

CHVMV,T 

CHV,T 

PHVMV,T 

rHVMV,T 

revenues allocated to HV/MV transformers  [EUR] 
cost of transformation from high voltage to medium voltage [EUR] 
costs allocated to flows transforming to medium voltage [EUR] 
power flowing through transformers HV/MV [MW] 
specific revenues of HV/MV transformers  

 

Revenues entering calculation on high voltage lines are the sum of revenues coming from 

transformation (HV/MV) and revenues from customers connected to high voltage level.  
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���,� = ����,� − �����,� + ���,�� ×
���,�

∑ ���,�� + ���,�
 (57) 

���,� =
���,�

���,�
 (58) 

RHV,L 

RHV,C 

CHV,L 

CMV,PP 

PHV,L 

rHV,L 

revenues allocated to high voltage power lines [EUR] 
revenues from customers connected to high voltage power lines [EUR] 
cost of high voltage power lines [EUR] 
cost of power plants connected to high voltage power lines [EUR] 
power flowing through high voltage power lines [MW] 
specific revenues of high voltage power lines [EUR/MW] 

 

In the last step, it is necessary to allocate the revenues on power plants connected to high voltage 

power lines.  

���,��,� = ����,� − �����,� + ���,� − ���,�� ×
���,��,�

∑ ���,��
 (59) 

���,��,� =
���,��,�

���,��,�
 (60) 

RHV,PP,i 

PHV,PP,i 

rHV,PP,i 

revenues allocated to i-th power plant connected to high voltage power lines [EUR] 
power of i-th power plant connected to high voltage power lines [MW] 
specific revenues of i-th power plant connected to high voltage power lines [EUR/MW] 

 

5.2 DISCUSSION AND FUTURE RESEARCH 
Variable costs and variable revenues are analogic to allocation of fixed costs and fixed revenues. 

Formulas are the same, but basis for allocation will be energy (in MWh), not power (in MW). Both 

fixed/variable costs/revenues must be considered for the same period of time, usually one year.  

Since the supplied parameters are annual, important factor is the setting up of power for each element, 

especially for power plants. From the fixed revenues point of view, it is required to use guaranteed 

power, the power that power plant is ready to supply. For conventional power sources, an average 

from monthly maximums is satisfactory. The same applies for power grid elements. The biggest issues 

are the intermittent power sources since they cannot guarantee the power supplies and future 

researches should be connected to this issue. However, this can be fully or partially solved by grouping 

intermittent power sources into virtual power plants.  

Obtained specific revenues and costs can be used as a basis for new tariff design because the revenues 

are directly assigned to the costs. Revenue to cost ratio shows effectiveness of specific element of 

power grid. Above mentioned methodology shows calculation from whole power system point of view 

where power plants and power grid are the part of one system. This approach can be useful for 

regulators and for setting up the direction of power system development. Similar approach can be 

used for subgroups of power system, for example, the distribution grid where optimal elements repair 

and replace decision must be made on periodic basis.  
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6 VALUE CHAINS IN POWER SECTOR 
This chapter deals with the distribution of economic effect between the entities in production cycle of 

electricity. The task is similar to the specific revenues allocation from the chapter 5.1 where revenues 

were fairly split between all elements in power system (power plants, transmission, distribution and 

final customers).  

The aim of this section is to divide the economic benefits on entities before power plants. These 

economic benefits should be divided considering the risk. For example, customers of power plants with 

heat supplies are decreasing demand. This situation is mainly caused by substitution of centralized 

heating by individual sources and insulation of houses. Therefore, these power plants need 

compensate loses e.g. by selling more electricity on market, which is riskier. Since the brown coal 

producer (mine) and customer (power plant) are dependent on each other and electricity production 

became more risky, economic benefits from brown coal should be divided in favour of power plant. In 

other words, price of coal for power plant should be decreased to reflect the change in risk level. More 

detailed information about brown coal pricing can be found in the following section (6.1). 

Very similar problem was solved in [68] where authors created biomass competitiveness model. The 

model contains information (costs, energy, minimal prices) for all of the steps in production cycle of 

pellets from raw biomass. Production cycle includes harvesting and transportation of raw biomass, 

storage of raw biomass, production of briquettes and pellets, distribution of briquettes and pellets and 

the storage of final products. Entities involved in this production cycle must agree on prices of 

intermediate product. This task is analogic with brown coal pricing problem. Author, as the member 

of the research team funded by the Technology Agency of the Czech Republic15, developed software 

for calculation of biomass potential based on biomass competitiveness model provided. Part of the 

outputs are the minimal price, energy and the mass of intermediate product for each step of 

production cycle. 

6.1 BROWN COAL PRICING 
Brown coal is a strategic fuel for power plants globally. Its importance in Europe increased following 

the closure of nuclear power plants in Germany. Steam power plants fuelled by brown coal cover 

usually base load and can be used for regulation. They are definitely stabilizing element in electricity 

network.  

The price of brown coal (lignite) is tightly bound to locality because cost of transportation is very high. 

The net calorific value (NCV) of lignite is around 6‐9 MJ/kg. Brown coal of higher quality has NCV around 

11‐12 MJ/kg, separated high quality brown coal can reach up to 20 MJ/kg. The highest quality black 

coal (anthracite) has NCV higher than 30MJ/kg. For the sake of reference, diesel and petrol have NCV 

between 45‐50 MJ/kg. [69] One can notice, that transportation of one energy unit of fuel is the most 

expensive for brown coal. The lower NCV means higher cost per unit of energy.  

Because there are high transportation costs, brown coal is not traded on world commodity exchanges 

and there is no global market price of brown coal. Moreover, brown coal is not a standardized product. 

Technologies used in power plants are optimized for combustion of locally produced coal. It means 

that changing of brown coal supplier can (and probably will) lead to suboptimal process of electricity 

production.  

                                                           
15 Grant TD03000039, Tools for analysis of market utilization and competitiveness of biomass for energy needs 
in local communities. 
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Vertical economic integration of mining companies and electricity production companies is evident in 

most of the cases. It means that investor built power station close to brown coal mine and the same 

investor (or a group with joint interests) is involved in mining process. This is the situation where brown 

coal valuation is not crucial. If mining company sells brown coal to electricity producer cheaply or 

expensively, there will be no direct effect on investors profit and money. One company would have 

higher profits on at the expense of other company. The more problematic case is the situation where 

one investor owns the mining company and another investor owns the power plant. In this case, setting 

of a fair price is substantial.  

Massive privatization process in Central and Eastern European countries led to the situations where 

natural economic links between mining companies and power producers were broken. In this situation, 

it is very important to setup fair (proper) price of brown coal. Since the transportation costs are high, 

the miner’s possibility to find another customer is very limited. The same situation applies for a power 

producer buying brown coal from another supplier. 

The profit from natural resources (brown coal) should be divided between all concerned parties: 

energy producer, coal producer and society represented by government. Governmental income can 

be direct (fee for extracted mineral) and/or indirect (taxes). Land owner does not own natural 

resources deep under land surface in the most countries (including Europe). These resources are 

property of the society (government, state). On the other hand, there are countries (e.g. USA) where 

land owner owns natural sources under his land. In this case, the only state income from extracting of 

natural sources can be indirect through various ways of taxation.  

There are two boundaries for determination of fair brown coal price: 

1. Minimal price for electricity producer that will cover his costs and required profit. Minimal 

price should include transportation costs from coal producer. Coal producer and electricity 

producer can agree on sharing of the transportation cost. In that case, price should be 

decreased by the share of coal producer’s transportation cost. 

2. Minimal price for coal producer that will also cover his costs and profit. Minimal price must 

include fee for extracted mineral. If both parties agree on sharing transportation costs, price 

should be amended as in the previous point. 

Methodology published in [70] assumes that the profit given by the boundaries should be distributed 

in proportion to invested capital. This approach can be appropriate if there is a lack of investments in 

one of the companies (coal producer or electricity producer). In case investors behave rationally and 

responsibly, investments should be already included in their costs in form of depreciations. From this 

point, profit distribution in proportion to exposed risk would be a better alternative. One can say that 

both parties are exposed to the same risk because they cannot exist without each other. This approach 

is also reasonable. 

6.1.1 PROFIT DISTRIBUTION 

There are two exchangeable ways how to distribute the economic effect (amount between calculated 

boundaries) in proportion to the risk: 

1. Calculate NPV (4) of costs per unit of coal (EEA (5)). It will result in direct values of the 

boundaries. These can be used for proportional profit allocation. 

2. Setup the price of coal in a way that the IRRs (7) of both parties would be calculated respecting 

ratio between risks of both companies. 
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Following equations show the calculation of minimal sales price of production. Cash‐flow calculation 

is shown in formula (61). It takes into account the growth rate of both prices and costs. This approach 

can be used for estimation of the coal sale price. 

��� = �� × (1 + �
�

)� × � − �F × �1 + �
�
�

�
− �V × �1 + �

�
�

�
× � − ��� × (1 − �) + �� (61) 

CFt 
P 

Q 

CF 
CV 

Dt 

gp 

gc 

τ 
t 

Cash-flow in year t [EUR] 
Price of production in the 0-th year [EUR/t] 
Production volume [t] 
Fixed costs (expenditures) in the 0-th year [EUR] 
Variable costs (expenditures) per produced output in the 0-th year [EUR/t] 
Tax depreciations and other non-cash costs in year t [EUR] 
Production price annual growth [-]  
Costs (expenditures) annual growth [-] 
Corporate tax rate [-] 
Calculation year [-] 

 

Formula (62) expresses the condition for minimal production sales price, where NPV equals to zero. 

Minimal sales price can be calculated by combination of equations (61) and (62).  

�
���

(1 + �)�

�

���

− ��� = 0 (62) 

INV The value of investment in 0-th year [EUR].  
Value represents discounted expenditures to the last year of investment period in case that 
investment period is longer than one year.  

 

Equations (63) and (64) shows simplified minimal price calculation. The simplifying assumptions are 

fixed price, fixed depreciations and fixed costs for whole project lifetime.  

[(� × � − �� − � × �� − �) × (1 − �) + �] − ��� × �� = 0 

 
(63) 
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aT Annuity payment factor [-]   

Formula (61) must be modified to estimate maximal purchase price which power producer can afford. 

This modification is shown in the formula (65). There are two quantities in the formula, because brown 

coal is entering the production and electricity (or heat) emerges out from production process. Variable 

costs are divided between variable costs related with coal and energy respectively. This step is not 

necessary because these variable costs, related to the input (coal) can be recalculated on variable costs 

related with output (energy) and vice versa. Transportation is one of the most significant variable cost 

related to coal.  
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CC 

CV,C 

CV,E 

QE 

QC 

Coal price (coal cost) in the 0-th year [EUR/t] 
Variable costs (expenditures) in the 0-th year, related with input (coal)  [EUR/t] 
Variable costs (expenditures) in the 0-th year, related with output (energy) [EUR/MWh] 
Production volume [MWh] 
Coal volume [t] 

 

Finally, the maximal coal price for power producer can be obtained from formulas (66) and (67) 

assuming simplifying assumption are used. One has to use numerical methods to estimate exact values 
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for the case where no simplifying assumptions have been adopted. Analytical solution is too complex 

in such case. 

��� × �� − �� − ��,� × �� − ��,� × �� − �� × �� − �� × (1 − �) + �� − ��� × �� = 0 

 
(66) 

�� = −
��� × �� − �

�� × (1 − �)
−

� + �� + ���,� − �� × ��

��

− ��,�  (67) 

aT Annuity payment factor [-]   

Maximal acceptable coal price for the electricity producer and minimal acceptable coal price for the 

coal producer defines the trade interval of the coal price.  

More detailed information about coal pricing methodologies and case study can be found in author’s 

original publication [70] which is attached in appendix section. 
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7 VALUATION OF OPTIONS ON WEATHER 
This chapter explains the valuation of option on weather using simulation method. The first step is to 

analyse weather data and determine parameters required for simulation. Data from Paris‐Orly 

weather station was used and analysed (input data was obtained from European Climate Assessment 

& Dataset project http://www.ecad.eu/). Input date range is the 1st of September 1948 until 31st of 

August 2017. Daily average temperatures were used for further analysis. Average temperatures were 

calculated as the average value of maximal day‐time temperature (06:00 – 18:00) and minimal night‐

time temperature (18:00 – 06:00). Average temperature calculation was made by the data provider.  

7.1 ANALYSIS OF TEMPERATURE 
Temperatures for 29th of February of each leap year were removed from dataset. Temperature data 

have seasonal character. Truncated cosine model series with trend (formula (27) on page 27) is used 

for modelling of seasonal part. Figures 38 and 39 shows the fitting of this model on the first and last 

three years of dataset. One can notice that seasonal cycles are well described with suggested model. 

Fitted parameters {x0, x1, x2, x3} for model (27) are16 {10.40, 0.00, 7.95, ‐37.69}.  

 

 
Figure 38: Fitting of seasonal function in the first three years [1948-1951] 

Horizontal axis: days; Vertical axis: average temperature  

                                                           
16 Numbers are rounded on two decimal places 
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Figure 39: Fitting of seasonal function in the last three years [2014-2017] 

Horizontal axis: days from the 1st of the September 1948; Vertical axis: average temperature  

Sample autocorrelation function (fig. 40) shows strong correlation of de‐trended and de‐seasonalized 

data on its past values. This is a common situation in time series analysis. Partial autocorrelation 

function (fig 41) is very useful for AR model specification as it helps to identify significant variables, and 

lagged values in the time series model. Partial autocorrelation is a conditional correlation between two 

variables under assumption that some other set of variables is taken into account. The first three 

lagged values are significant and AR(3) model is suggested. 

 
Figure 40: Sample autocorrelation function for de-trended and de-seasonalized data 
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Figure 41: Partial autocorrelation function for de-trended and de-seasonalized data 

Fitted parameters {a1, a2, a3} of AR(3) model (formula (28) on page 27) are {0.05, ‐0.15, 0.87}. Coefficient 

of determination is equal to 62 %. Figure 42 shows observed and predicted values from AR(3) model 

for sample period.  
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Figure 42: Observed and predicted values of temperatures filtered from seasonal effect. 

Example from the first 180 days. 

Figures 43 and 44 show autocorrelation function and partial autocorrelation function applied on 

residual data after AR(3) model application. One can notice that AR(3) model is suitable and there is 

no requirement of adding other lagged variables. Residual values are plotted in histogram on figure 

45. The normality of residual data is noticeable. 
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Figure 43: Autocorrelation function after applying AR(3) model 

 
Figure 44: Partial autocorrelation after applying AR(3) model. 
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Figure 45: Histogram of normalized residuals after seasonal component, linear trend and AR(3) process were removed. 

Figure 46 shows calculated variance of temperatures for specific day of the year. This is the proof of 

non‐constant variance. High deviations are caused by two major facts: 

1. The small amount of data. Only 69 temperatures are available for each day of the year.  

2. Day‐to‐day temperature changes are high, using longer period (e.g. week) would decrease 

such high deviation.  

Temperatures simulation takes into account the non‐constant variance. Variance is modelled by 4th 

order truncated Taylor series (formula (30) on page 28), depicted by the red line. Fitted parameters 

{β1... β9} have values {4.43, 0.56, ‐0.20, ‐0.04, ‐0.07, ‐0.48, ‐0.38, ‐0.02, ‐0.13}.  

 
Figure 46: The blue line shows temperature daily variance and the red line is fitted truncated Taylor series function. 
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7.2 WEATHER OPTION VALUE 
Option value can be understood as the mean value calculated from repeated simulations. Figures 47, 

48 and 49 shows the temperature simulations for one year. Heating‐degree‐days for a specific period 

can be calculated from each individual simulation run.  

 
Figure 47: An example of one simulation beginning 1st of September 

 
Figure 48: An example of ten simulations beginning 1st of September 
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Figure 49: An example of 1000 simulation beginning 1st of September 

If the HDD value for observed period is lower than the option strike price, call option has zero value. If 

the HDD value is higher than the strike price, call option value can be calculated as the difference 

between HDD value and the strike price. To obtain these result in monetary unit, this difference is 

multiplied by value of 1 HDD. Figure 50 shows the simulations result for call option with maturity of 

half‐year, strike price equal to 1050 EUR and the discount rate equal to 0.5 %.  

 
Figure 50: Call option value simulations results.  

The start of simulation: 1st of September; Option value for period 1st of January – 31st of March. 
Strike price: 1050 EUR; 1 HDD value: 1000 EUR; simulation runs: 50 000, discount rate: 0.5 %. 

Option value distribution is almost normal. One can notice that frequency of zero value is high. This is 

caused by the fact that the option value is zero in cases where the difference between simulated HDD 

and option strike is negative. It is the only bias in option value normality. Specified call option has 

average value 230 550 EUR. In case where the simulated value would not be limited by zero, average 
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would have the same value as median 230 140 EUR since normal distribution has average value equal 

to median. The latter value is better for calculation of value‐at‐risk. The difference between these two 

numbers depends on the strike price. For call option, higher strike price leads to lower probability of 

option exercise and increase of zero value probability. The other important parameter is the standard 

deviation which is equal to 89 674 EUR and this value is slightly lower than it would be in case of non‐

zero value limitation (90 059 EUR). The value without zero limitation would be better for vale‐at‐risk 

determination. 
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8 DISCUSSION AND FURTHER RESEARCH 
This thesis brought insight on specific problems of economic effectiveness evaluation in power sector. 

Several various approaches were presented and pro‐linked to specific tasks (deterministic, stochastic, 

single criterion and multicriterial). There are two ways for conducting future research:  

1. Continuing of current research and its adaptation on new economical, technical, social and 

other relevant conditions. 

2. Application of research outputs in different fields, similar tasks in power sector or other related 

industrial sectors. 

Since European energy market integration is continuous process there are and will be many related 

challenging issues. Integration means unification of methodological approach, technical and economic 

problems that needs to be solved. To be more specific, for example massive penetration of electro 

mobility will lead to structural changes through whole power sector since it requires strengthening of 

distribution networks. This is strongly related to economic issues, tariffs structures etc. One of the 

biggest structural changes is growth of decentralized power production. This requires more flexible 

approach to power grid operation and management resulting in more sophisticated, smart approach. 

Production and consumption will be controlled on online basis with higher flexibility of control 

mechanisms. Big changes are related to the so‐called demand side management where customers’ 

consumption will be remotely controlled. To achieve this stage of development, a massive investment 

into infrastructure must be made. Mentioned issues bring many research opportunities.  

Structural changes in European power sector are, among‐others, driven by aims which are defined by 

five pillars of European Energy Union. Besides aforementioned energy market integration, structural 

changes depend on the security of supply policies, improvement of energy efficiency, reduction of 

emissions and technological innovation. European Union imports 53 % of its energy and the target of 

improving energy efficiency is set to 27 % by the year 2030. Target for greenhouse gas reduction is set 

to 40 % by 2030 and there is a strong intention of supporting low‐carbon technologies. These changes 

open many research opportunities, including economic efficiency issues.  

Research conducted on the issues from power sector can be partially applied in other sectors. 

Moreover, there are many interdisciplinary research questions. Research presented in this thesis is 

mainly connected with electric power sector. Many research outcomes, mainly in the area of market 

integration, can be also applied in gas sector. Currently, European gas market development is several 

years behind the development of electricity markets. Results of economic research from the power 

sector is, among others, used for forming of new legislation and strongly related regulation. Some 

principles of regulation are common through all network industries. Research performed for energy 

markets can be partially modified or applied on market with water or telecommunication services. 

One of the major problem of European electricity markets is the fact that prices does not give proper 

signals for investors and consumers. Subventions are artificially decreasing electricity price from 

particular power sources. This situation begun with subventions of renewable power sources and 

finished with subventions of coal power plants considered as very non‐ecologic sources. Current state 

of power sector became similar to the agriculture sector in Europe. Electricity market prices are biased 

and very high uncertainty makes long‐term investments unattractive for private investors until they 

receive governmental guarantees. Improvement of support schemes must be done in order to achieve 

competitive environment attractive for private investments, maintain the sustainability of power 

sector and achieve the highest efficiency.  This is very important field of future research that requires 

deep analysis and proposal of widely‐accepted methodology which is currently missing. Changes in 
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power sector directly or indirectly affect many aspects of society and so‐called externalities are 

another possible research opportunity. 



 
References Július Bemš 

76 | P a g e  
 

REFERENCES 
[1] Promoted Energy Sources Act. Czech Republic, 2012. 

[2] R. A. Brealey, S. C. Myers, and F. Allen, Principles of Corporate Finance, 10th ed. McGraw‐
Hill/Irwin, 2010. 

[3] I. Welch, Corporate Finance, 4th ed. 2017. 

[4] H. Levy and M. Sarnat, Portfolio and Investment Selection: Theory and Practice. Prentice Hall, 
1984. 

[5] A. C. Pigou, The Economics of Welfare, 4th ed. London: Macmillan and Co., 1932. 

[6] F. M. Bator, “The Simple Analysis of Welfare Maximization,” Am. Econ. Rev., vol. 47, pp. 22–59, 
1957. 

[7] J. Bemš, O. Starý, M. Macaš, J. Žegklitz, and P. Pošík, “Innovative default prediction approach,” 
Expert Syst. Appl., vol. 42, no. 17–18, pp. 6277–6285, 2015. 

[8] A. R. Ravindran and A. S. M. Masud, Operations Research and Management Science Handbook. 
CRC Press, 2008. 

[9] Communities and Local Government, Multi-criteria analysis: a manual. 2009. 

[10] J. Bemš, “Company Bankruptcy Models,” Czech Technical University in Prague, 2015. 

[11] J. Dudorkin, System Engineering and Decision Making (Systémové inženýrství a rozhodování), 
4th ed. Vydavatelství ČVUT, 2003. 

[12] CFA Institute, Derivates and Alternative Investments. University of Chicago, 2004. 

[13] J. Bemš, “Investment Appraisal and Real Options,” Czech Technical University in Prague, 2010. 

[14] O. Starý, Real Options (Reálné Opce), 1st ed. Prague: A plus, 2003. 

[15] F. Black and M. Scholes, “The Pricing of Options and Corporate Liabilities,” Journal of Political 
Economy, vol. 81. The University of Chicago Press, pp. 637–654. 

[16] Nobel Media, “The Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel 
1997,” 1997. [Online]. Available: https://www.nobelprize.org/nobel_prizes/economic‐
sciences/laureates/1997/press.html. 

[17] R. Quinlan, “The Black‐Scholes Partial Differential Equation,” 2004. [Online]. Available: 
https://maths.ucd.ie/courses/mst3024/section4‐3.pdf. 

[18] J. Hull, Options, futures and other derivatives. Prentice Hall, 2009. 

[19] E. G. Haug, The Complete Guide to Option Pricing Formulas. McGraw Hill, 2006. 

[20] L. T. Nielsen, “Understanding N(d1) and N(d2): Risk‐Adjusted Probabilities in the Black‐Scholes 
Model,” 1992. 

[21] Chigaco Mercantile Exchange, “Weather Products,” 2017. [Online]. Available: 
http://www.cmegroup.com/trading/weather/. [Accessed: 30‐Sep‐2017]. 

[22] J. Dudorkin, Operational Research (Operační Výzkum), 3rd ed. Vydavatelství ČVUT, 1997. 

[23] F. Hillier and G. Lieberman, “Simulation,” in Introduction to Operations Research, 7th ed., 2001, 
p. 1237. 



 
References Július Bemš 

77 | P a g e  
 

[24] L. Lapin, “Simulation,” in Quantitative Methods for Business Decisions with Cases, 6th ed., 1995, 
p. 900. 

[25] P. Brockwell and T. Marquardt, “Lévy‐driven and fractionally integrated ARMA processes with 
continuous time parameter,” Stat. Sin., vol. 15, no. 2, pp. 477–494, 2005. 

[26] F. E. Benth, J. Š. Benth, and S. Koekebakker, Stochastic Modeling of Electricity and Related 
Markets. World Scientific Publishing Co. Pte. Ltd., 2008. 

[27] M. A. Thornton and M. J. Chambers, “The exact discretisation of CARMA models with 
applications in finance,” J. Empir. Financ., vol. 38, no. Part B, pp. 739–761, 2016. 

[28] D. Stoerring and S. Horl, “Internal energy market,” 2017. [Online]. Available: 
http://www.europarl.europa.eu/atyourservice/en/displayFtu.html?ftuId=FTU_5.7.2.html. 
[Accessed: 31‐Aug‐2017]. 

[29] European Commission, “Market legislation,” 2017. [Online]. Available: 
http://ec.europa.eu/energy/en/topics/markets‐and‐consumers/market‐legislation. [Accessed: 
31‐Aug‐2017]. 

[30] OFGEM, “Bidding Zones Literature Review,” 2014. 

[31] ČEPS, “Critical Situation in the Transmission System of the Czech Republic as a Result of 
Enormous Production in Wind Parks in Germany at the Turn of 2014/2015,” 2015. 

[32] K. Janda, J. Malek, and L. Recka, “Influence of Renewable Energy Sources on Transmission 
Networks in Central Europe.” 2016. 

[33] Jane Morecroft, “GERMAN POWER LOOP FLOWS THREATEN EU’S INTERNAL MARKET: 
REGULATORS,” 2012. [Online]. Available: http://www.platts.com/latest‐news/electric‐
power/brussels/german‐power‐loop‐flows‐threaten‐eus‐internal‐8878410. [Accessed: 12‐Dec‐
2015]. 

[34] V. Szabo, “The German–Austrian bidding zone and its compatibility with the free movement of 
goods in the EU,” J. World Energy Law Bus., vol. 10, no. 1, p. jww034, Dec. 2016. 

[35] J. Egerer, J. Weibezahn, and H. Hermann, “Two price zones for the German electricity market 
— Market implications and distributional effects,” Energy Econ., vol. 59, pp. 365–381, 2016. 

[36] Consentec, “Economic efficiency analysis of introducing smaller bidding zones,” 2015. 

[37] K. Trepper, M. Bucksteeg, and C. Weber, “An integrated approach to model redispatch and to 
assess potential benefits from market splitting in Germany,” EWL Work. Pap., 2014. 

[38] ERO, “Agreement between the German and Austrian regulators: The Art of Half‐hearted 
Solutions,” Prague, 2017. 

[39] I. Andročec and S. Krajcar, “MECHANISMS FOR EFFICIENT INVESTMENTS AND OPTIMAL ZONES 
IN REGIONAL POWER MARKET,” Therm. Sci., vol. 18, no. 3, pp. 755–770, 2014. 

[40] M. Czajkowski and M. Ščasný, “Study on benefit transfer in an international setting. How to 
improve welfare estimates in the case of the countries’ income heterogeneity?,” Ecol. Econ., 
vol. 69, no. 12, pp. 2409–2416, 2010. 

[41] J. Bemš, T. Králík, J. Knápek, and A. Kradeckaia, “Bidding zones reconfiguration ‐ Current issues: 
Literature review, criterions and social welfare,” in Proceedings of the 2nd International 
Conference on Intelligent Green Building and Smart Grid, IGBSG 2016, 2016. 

[42] W. W. Hogan, “Contract networks for electric power transmission,” J. Regul. Econ., vol. 4, no. 



 
References Július Bemš 

78 | P a g e  
 

3, pp. 211–242, 1992. 

[43] R. D. Tabors, “A market‐based proposal for transmission pricing,” Electr. J., vol. 9, no. 9, pp. 61–
67, Nov. 1996. 

[44] S. Walton and R. D. Tabors, “Zonal transmission pricing: methodology and preliminary results 
from the WSCC,” Electr. J., vol. 9, no. 9, pp. 34–41, Nov. 1996. 

[45] S. Stoft, “Transmission pricing zones: simple or complex?,” Electr. J., vol. 10, no. 1, pp. 24–31, 
Jan. 1997. 

[46] W. W. Hogan, “Competitive Electricity Market Design: A Wholesale Primer,” 1998. 

[47] S. Stoft, “Congestion Pricing with Fewer Prices Than Zones,” Electr. J., vol. 11, no. 4, pp. 23–31, 
May 1998. 

[48] Florian Ermacora, “Review could end German‐Austrian power bidding zone split issue,” 2017. 
[Online]. Available: https://www.icis.com/resources/news/2017/02/08/10077228/review‐
could‐end‐german‐austrian‐power‐bidding‐zone‐split‐issue/. [Accessed: 05‐Apr‐2017]. 

[49] European Commission, “Commission Regulation (EU) 2015/1222 of 24 July 2015 establishing a 
guideline on capacity allocation and congestion management,” 2015. [Online]. Available: 
http://eur‐lex.europa.eu/legal‐content/EN/TXT/?uri=uriserv:OJ.L_.2015.197.01.0024.01.ENG. 
[Accessed: 07‐Jan‐2016]. 

[50] J. Bems, T. Kralik, J. Knapek, and A. Kradeckaia, “Bidding zones reconfiguration — Current issues 
literature review, criterions and social welfare,” in 2016 2nd International Conference on 
Intelligent Green Building and Smart Grid (IGBSG), 2016, pp. 1–6. 

[51] J. Bemš, T. Králík, and O. Starý, “Electricity Markets Integrations – What is the current status 
and future outlook of Bidding Zones Reconfiguration?,” 2017. 

[52] G. Orynczak, M. Jakubek, K. Wawrzyniak, and M. Klos, “Market Coupling as the Universal 
Algorithm to Assess Zonal Divisions,” May 2014. 

[53] S. Stoft, “Competitive Electricity Markets and Sustainability,” in Competitive Electricity Markets 
and Sustainability, F. Lévêque, Ed. 2006. 

[54] M. Vukasovic, “Simple nodal‐PTDF Deviation Method: Solution for the Assessment of 
Unallocated and Unexpected Flows and Redispatch Cost‐ Sharing among TSOs in the European 
Zonal Market Design?,” Int. J. Power Renew. Energy Syst., vol. 2, no. 2, p. 8, 2015. 

[55] P. D. Masoud Farzaneh, P. D. Shahab Farokhi, and P. D. William A. Chisholm, “AC Power‐Flow 
Analysis using Iterative Methods,” Electrical Design of Overhead Power Transmission Lines. 
McGraw Hill Professional, Access Engineering, 2013. 

[56] B. Klockl, “Cost and usage based cross‐border TSO tariffication with power flow decomposition 
models,” in 2009 IEEE Power & Energy Society General Meeting, 2009, pp. 1–6. 

[57] H. Ronellenfitsch, M. Timme, and D. Witthaut, “A Dual Method for Computing Power Transfer 
Distribution Factors,” 2016. 

[58] M. Vukasovic and S. Skuletic, “Implementation of different methods for PTDF matrix calculation 
in flow‐based coordinated auction,” in 2007 International Conference on Power Engineering, 
Energy and Electrical Drives, 2007, pp. 791–795. 

[59] THEMA Consulting Group, “Loop Flows – Final Advice,” 2013. 

[60] J. Bemš, J. Knápek, T. Králík, M. Hejhal, J. Kubančák, and J. Vašíček, “Modelling of nuclear power 



 
References Július Bemš 

79 | P a g e  
 

plant decommissioning financing,” Radiat. Prot. Dosimetry, vol. 164, no. 4, pp. 519–522, 2015. 

[61] J. Bemš, T. Králík, J. Kubančák, J. Vašíček, and O. Starý, “Radioactive waste disposal fees‐
Methodology for calculation,” Radiat. Phys. Chem., vol. 104, pp. 398–403, 2014. 

[62] Nuclear Energy Agency, “Moving Forward with Geological Disposal of Radioactive Waste. A 
Collective Statement by the NEA Radioactive Waste Management Committee (RWMC).,” Paris, 
2008. 

[63] RAWRA, “Conception update of radioactive waste and nuclear spent fuel management 
(available in Czech),” 2014. 

[64] RAWRA, “Reference project of deep geological repository (available in Czech),” 2011. 

[65] Nuclear Law. Czech Republic, 2016. 

[66] M. Hejhal, “Analysis of Creation of Provisions for Future Decommissioning of Nuclear Power 
Plants,” 2014. 

[67] J. Klíma, A. Jirešová, Z. Ibler, and I. Lencz, Ekonomika a řízení elektroenergetiky, 2nd ed. Praha, 
Bratislava: SNTL ‐ Nakladatelství technické literatury, n. p.; Alfa ‐ vydavateľstvo technickej a 
ekonomickej literatúry, 1986. 

[68] K. Vávrová, J. Knápek, J. Weger, T. Králík, and J. Beranovský, “Model for evaluation of locally 
available biomass competitiveness for decentralized space heating in villages and small towns,” 
Renewable Energy, Pergamon, 26‐May‐2016. 

[69] The Engineering Toolbox, “Fuels ‐ Higher Calorific Values,” The Engineering Toolbox, 2005. 
[Online]. Available: http://www.engineeringtoolbox.com/fuels‐higher‐calorific‐values‐
d_169.html. [Accessed: 01‐Jan‐2017]. 

[70] J. Bejbl, J. Bemš, T. Králík, O. Starý, and J. Vastl, “New approach to brown coal pricing using 
internal rate of return methodology,” Appl. Energy, vol. 133, pp. 289–297, 2014. 

 



 
Appendix Július Bemš 

80 | P a g e  
 

APPENDIX 

INNOVATIVE DEFAULT PREDICTION APPROACH 
BEMŠ, J., et al. Innovative default prediction approach. Expert Systems with Applications. 2015, 

42(17), p. 6277‐6285. ISSN 0957‐4174. Available from: 

http://www.sciencedirect.com/science/article/pii/S095741741500295X 

  



 
Appendix Július Bemš 

81 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

82 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

83 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

84 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

85 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

86 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

87 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

88 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

89 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

90 | P a g e  
 

MODELLING OF NUCLEAR POWER PLANT DECOMMISSIONING 

FINANCING 
BEMŠ, J., et al. MODELLING OF NUCLEAR POWER PLANT DECOMMISSIONING FINANCING. Radiation 

Protection Dosimetry. 2015, 164p. 519‐522. ISSN 0144‐8420. Available from: 

http://rpd.oxfordjournals.org/content/early/2015/05/14/rpd.ncv333.full?keytype=ref&ijkey=2PW6jb

kJLXzEvFd 

  



 
Appendix Július Bemš 

91 | P a g e  
 

 

  



 
Appendix Július Bemš 

92 | P a g e  
 

 



 
Appendix Július Bemš 

93 | P a g e  
 

 



 
Appendix Július Bemš 

94 | P a g e  
 

 

 



 
Appendix Július Bemš 

95 | P a g e  
 

RADIOACTIVE WASTE DISPOSAL FEES-METHODOLOGY FOR 

CALCULATION  
BEMŠ, J., et al. Radioactive waste disposal fees‐Methodology for calculation [online]. Radiation 

Physics and Chemistry. 2014, 104s. 398‐403. ISSN 0969‐806X. Available from: 

http://www.sciencedirect.com/science/article/pii/S0969806X14000474/pdfft?md5=eda4f140a69e03

57f62ee4a6fc988df1&pid=1‐s2.0‐S0969806X14000474‐main.pdf 

  



 
Appendix Július Bemš 

96 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

97 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

98 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

99 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

100 | P a g e  
 

 

 

 

 



 
Appendix Július Bemš 

101 | P a g e  
 

 

  



 
Appendix Július Bemš 

102 | P a g e  
 

NEW APPROACH TO BROWN COAL PRICING USING INTERNAL 

RATE OF RETURN METHODOLOGY 
BEJBL, J., et al. New approach to brown coal pricing using internal rate of return methodology. 

Applied Energy. 2014, 133(133c), s. 289‐297. ISSN 0306‐2619. Available from: 

http://www.sciencedirect.com/science/article/pii/S030626191400765X 

 

  



 
Appendix Július Bemš 

103 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

104 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

105 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

106 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

107 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

108 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

109 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

110 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

111 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

112 | P a g e  
 

BIDDING ZONES RECONFIGURATION - CURRENT ISSUES 
BEMŠ, J., et al. Bidding zones reconfiguration ‐ Current issues: Literature review, criterions and social 

welfare. In: HROCHOVÁ, M. a MAGA, D., eds. The Proceedings of the 2nd International Conference 

on Intelligent Green Building and Smart Grid (IGBSG). International Conference on Intelligent Green 

Building and Smart Grid. Prague, 27.06.2016 ‐ 29.06.2016. Praha: IEEE Czechoslovakia Section. 2016, 

s. 92‐97. ISBN 978‐1‐4673‐8473‐5. Available from: 

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=7539427 

  



 
Appendix Július Bemš 

113 | P a g e  
 

 

 

 



 
Appendix Július Bemš 

114 | P a g e  
 

 

  



 
Appendix Július Bemš 

115 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

116 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

117 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

118 | P a g e  
 

 

 

  



 
Appendix Július Bemš 

119 | P a g e  
 

ELECTRICITY MARKETS INTEGRATIONS – WHAT IS THE 

CURRENT STATUS AND FUTURE OUTLOOK OF BIDDING 

ZONES RECONFIGURATION?  
BEMŠ, J., KRÁLÍK, T., and STARÝ, O. Electricity Markets Integrations – What is the Current Status and 

Future Outlook of Bidding Zones Reconfiguration?. In: Proceedings of the 9th International Scientific 

Symposium on Electrical Power Engineering ELEKTROENERGETIKA 2017. ELEKTROENERGETIKA 2017. 

Stará Lesná, 12.09.2017 ‐ 14.10.2017. Košice: Technical University of Košice. 2017, pp. 237‐240. ISBN 

978‐80‐553‐3195‐9.  



 
Appendix Július Bemš 

120 | P a g e  
 

 

237 



 
Appendix Július Bemš 

121 | P a g e  
 

 

238 



 
Appendix Július Bemš 

122 | P a g e  
 

 
239 



 
Appendix Július Bemš 

123 | P a g e  
 

 
240 


